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#### Abstract

We present a coarse grained parallel algorithm for computing a maximum matching in a convex bipartite graph $G=(A, B, E)$. For $p$ processors with $N / p$ memory per processor, $N=|A|+|B|, N / p \geq p$, the algorithm requires $O(\log p)$ communication rounds and $O\left(T_{\text {sequ }}\left(\frac{n}{p}, \frac{m}{p}\right)+\right.$ $\left.\frac{n}{p} \log p\right)$ local computation, where $n=|A|, m=|B|$ and $T_{\text {sequ }}(n, m)$ is the sequential time complexity for the problem. For the BSP model, this implies $O(\log p)$ supersteps with $O\left(g N+g \frac{n}{p} \log p\right)$ communication cost and $O\left(T_{\text {sequ }}\left(\frac{n}{p}, \frac{m}{p}\right)+\frac{n}{p} \log p\right)$ local computation.


## 1 Introduction

### 1.1 The Problem

We study the problem of computing the maximum matching in convex bipartite graphs defined as follows.

Definition 1 A Bipartite graph $G=(A, B, E)$ is an undirected graph with vertex set $A \cup B$ where $A$ and $B$ are disjoint and $E \subseteq(A \times B)$.

For the remainder let $n=|A|, m=|B|$ and $N=n+m$.
Definition 2 A Convex bipartite graph is a bipartite graph $G=(A, B, E)$ with an ordering $B=\left(b_{1}, b_{2}, \cdots b_{n}\right)$ such that for any $a \in A$, if $\left(a, b_{i}\right) \in E$ and $\left(a, b_{j}\right) \in E(i \leq j)$ then $\left(a, b_{k}\right) \in E$ for all $i \leq k \leq j$.

Definition 3 A matching $M$ in a graph $G=(V, E)$ is a subset of $E$ such that no two edges in $M$ are incident to the same vertex.

Definition 4 A maximum matching in a graph $G=(V, E)$ is a matching of $G$ of which the size (number of edges) is maximum.

The problem of finding a maximum matching in a bipartite graph or a convex bipartite graph is a classical and well studied problem [7, 12, 14, 15]. The case of convex bipartite graphs has several interesting applications as outlined in [7, 15]. A particularly interesting industrial application for matching parts with products was described in [15].

Sequential solutions for maximum matching in bipartite graphs and convex bipartite graphs with time complexities $\mathrm{O}\left(n^{5 / 2}\right)$ and $\mathrm{O}(n+\alpha(m))$ were described in [14] and [15], respectively, where $\alpha(m)$ is a very slowly growing function related to the inverse Ackermann function. A PRAM algorithm for maximum matching in convex bipartite graphs requireing $\mathrm{O}\left(\log ^{2} n\right)$ time and $n / 2$ processors was presented in [7].

In this paper, we consider the maximum matching problem for the coarse grained parallel and BSP models of computation described in the next subsection. These new parallel models have recently received much attention because they allow the design of parallel algorithms that have much improved practical performance in actual implementations on commercial multiprocessors compared to previous models like the PRAM or fine grained network models (e.g. mesh or hypercube).

Before proceeding to the description of the coarse grained parallel and BSP models of computation, we note that finding a maximum matching in a convex bipartite graph can be transformed into the following problem:

Definition 5 Given a set of intervals $I=\left\{I_{1}, \cdots, I_{n}\right\}$, each of which represents an integer range, i.e. $I_{i}=\left(l_{i}, r_{i}\right)$. A maximum interval assignment consists of assigning, for a maximum number of intervals, one integer label to each interval such that the integer for each interval is within the interval's range and no two intervals are assigned the same integer.

For a given convex bipartite graph $G=(A, B, E)$ let $I(G)$ be the set of $|A|$ intervals containing for each $a \in A$ an interval $I_{i}=\left(l_{i}, r_{i}\right)$ where $l_{i}$ and $r_{i}$ are the smallest and largest ranks, in $B$, of all element $b \in B$ with $(a, b) \in E$.

Observation 1 The maximum matching problem for a convex bipartite graph $G$ can be reduced to finding a maximum interval assignment in $I(G)$.

### 1.2 The Model

## The Coarse Grained Multicomputer (CGM)

A CGM (Coarse Grained Multicomputer) is a special case of a BSP (Bulk Synchronous Parallel) multiprocessor [18] where all communication within a superstep is reduced to one $h$-relation. A CGM consists of a collection of $p$ processors with $N / p$ local memory each, connected by a router that can deliver messages in a point to point fashion. A CGM algorithm consists of an alternating sequence of computation rounds and communication rounds separated by barrier synchronization. A computation round is equivalent to a computation superstep in the BSP model, and the total computation cost $T_{\text {comp }}$ is defined analogously. A communication round consists of a single $h$-relation with $h \leq N / p$. The total communication cost, $T_{\text {comm }}$, is measured by the number of communication rounds. Consult [3, 4,5] for more details.

In a recent overview of different BSP and related models, Goodrich [13] referred to the CGM as the weak-CREW BSP . The CGM model aims at designing simple and practical, yet theoretically optimal or efficient, parallel algorithms for coarse grained parallel systems ( $N / p \gg 1$ ). Algorithms do usually require a lower bound on $N / p$, e.g. $N / p \geq p$ or $N / p \geq p^{\epsilon}$. The CGM model targets in particular the case where the overall computation speed is considerably larger than the overall communication speed, which is usually the case. Since the message size is maximal, the model also minimizes the message overhead associated with sending a message, which is very important in practice.

## Relationship Between BSP And CGM

In the remainder of this paper, we will present our algorithms in the CGM model. The relationship to the BSP model is given by the following

Observation 2 A CGM algorithm with $\lambda$ rounds and computation cost $T_{\text {comp }}$ corresponds to a BSP algorithm with $\lambda$ supersteps, communication cost $O\left(g \lambda \frac{N}{p}\right)$ and the same computation cost $T_{\text {comp }}$.

### 1.3 The Result

In this paper, we present a coarse grained parallel algorithm for computing a maximum matching of a convex bipartite graph $G=(A, B, E)$. For a $p$ processor CGM with $N / p$ memory per processor, $N / p \geq$ $p$, the algorithm requires $\mathrm{O}(\log p)$ communication rounds and $\mathrm{O}\left(T_{\text {sequ }}\left(\frac{n}{p}, \frac{m}{p}\right)+\frac{n}{p} \log p\right)$ local computation where
$T_{\text {sequ }}(n, m)$ is the sequential time complexity for the problem. For the BSP model, this implies $\mathrm{O}(\log p)$ supersteps with $\mathrm{O}\left(g N+g \frac{n}{p} \log p\right)$ communication cost and $\mathrm{O}\left(T_{\text {sequ }}\left(\frac{n}{p}, \frac{m}{p}\right)+\frac{n}{p} \log p\right)$ local computation.

## 2 Algorithm Description

In the following Section 2.1, we first present an algorithm that solves a special case: all intervals start at the same left end point. This algorithm will be used in our solution for the general case which is presented in Section 2.2.

### 2.1 Special Case: All Intervals Start At The Same Point

Algorithm 1 All intervals have the same left end point $l_{i}=$ $l, i=1 \cdots n$.
Input: A set of $n$ intervals $I=\left\{I_{1}, \ldots, I_{n}\right\}$ with their associated left and right end points $I_{i}=\left(l_{i}, r_{i}\right), i=1 \ldots n$, distributed over a $p$ processor CGM with $n / p$ intervals per processor. Note that, we assume $\frac{n}{p} \geq p$.
(1) All intervals are sorted by their right end points using CGM parallel integer sort $[6,13]$.
(2) Each processor $P_{i}, i=1 \ldots p-1$, determines the largest right end point, $e_{i}$, received in Step 1 and sends it to the next processor $P_{i+1}$.
(3) Each processor $P_{i}, i=2 \ldots p$, sets $s_{i}=e_{i-1}+1$. The first processor sets $s_{1}=l$. We call $\left(s_{i}, e_{i}\right)$ the controlled range of $P_{i}$. This is the range of integers that the processor can use to label intervals.
(4) Each processor $P_{i}, i=1 \ldots p$, temporarily changes the left end points of its intervals to $s_{i}$ and then solves the modified problem locally using a sequential algorithm (essentially sequential integer sort).
(5) Each processor $P_{i}, i=1 \ldots p$, calculates how many labels in the controlled range are left unused ( $a_{i}$ ) and how many intervals did not yet receive an integer label $\left(b_{i}\right)$. These two numbers per processor are broadcast to all processors (in one h-relation). This is possible since $\frac{n}{p} \geq p$.
(6) Based on the data received in the previous step, each processor can now calculate from where it should request labels and to where it should send unused labels. See Algorithm 2 for more details.
(7) Each processor selects unused labels and sends them to the processors that need them.
(8) Upon receiving the needed labels, each processor can now assign them to the respective intervals.

- End of Algorithm -

Algorithm 2 Sequential computation for Step 6 in Algorithm 1 , executed by processor $P_{k}, 1 \leq k \leq p$.

Input: An array $a=\left(a_{1}, \ldots, a_{p}\right)$ representing the numbers of free (unused) labels in the $p$ processors. An array $b=\left(b_{1}, \ldots, b_{p}\right)$ representing the numbers of intervals so far without labels in the $p$ processors.
Output: An array get $=\left(\right.$ get $_{1}, \ldots$, get $\left._{p}\right)$ representing numbers of labels that are to be sent to processor $P_{k}$ by the other processors. An array give $=\left(\right.$ give $_{i}, \ldots$, give $\left._{p}\right)$ representing numbers of labels that are expected from processor $P_{k}$ by the other processors.

```
for \((\mathrm{i}=1 ; \mathrm{i} \leq \mathrm{p} ; \mathrm{i}++)\left\{\right.\) get \(_{i}=0 ;\) give \(\left._{i}=0 ;\right\}\)
\(\mathrm{i}=1\);
\(\mathrm{j}=2\);
while \(((\mathrm{i}<\mathrm{p})\) and \((\mathrm{j} \leq \mathrm{p}))\)
\{
    if (i==j) j++;
    while \(\left(\left(\mathrm{a}_{i} \neq 0\right)\right.\) and \(\left.(\mathrm{j} \leq \mathrm{p})\right)\)
    \{
        if \(\left(\mathrm{a}_{i} \geq \mathrm{b}_{j}\right)\)
        \{
            if \(\left(\mathrm{P}_{k}=\mathrm{i}\right)\) get \(_{j}=\mathrm{b}_{j}\);
            if \(\left(\mathrm{P}_{k}=\mathrm{j}\right)\) receive \(_{i}=\mathrm{b}_{j}\);
            \(\mathrm{a}_{i}=\mathrm{a}_{i}-\mathrm{b}_{j}\);
            \(\mathrm{b}_{j}=0\);
            j++;
        \}
        else
        \{
            if \(\left(\mathrm{P}_{k}=\mathrm{i}\right)\) get \(_{j}=\mathrm{a}_{i}\);
            if \(\left(\mathrm{P}_{k}=\mathrm{j}\right)\) give \(_{i}=\mathrm{a}_{i}\);
            \(\mathrm{b}_{j}=\mathrm{b}_{j}-\mathrm{a}_{i}\);
            \(\mathrm{a}_{i}=0\);
        \}
    \}
    i++;
\}
```

— End of Algorithm -
Lemma 1 The sequential time complexity of Algorithm 2 is $O(p)$.

Proof. The variable $i$ counts from 1 to $p-1$, and $j$ counts from 2 to $p$. Since both variables are incremented independently, the total time complexity of the algorithm is $\mathrm{O}(p)$.

Lemma 2 The integer label assignment produced by Algorithm 1 is maximum.

Proof. It is easy to see that the label assignment based on the order of the right end points is maximum. Let $A_{o}$ be such an assignment. Let $A_{1}$ be the label assignment produced
by Algorithm 1. Since $A_{o}$ is maximum, $\left|A_{o}\right| \geq\left|A_{1}\right|$. We compare assignments $A_{1}$ and $A_{o}$. We first remove the intervals that are not assigned labels in both assignments. If the remaining intervals all have labels assigned in both assignments, then we have $\left|A_{o}\right|=\left|A_{1}\right|$ and the lemma follows.

If the $k$ th interval $\left(l_{k}^{\prime}, r_{k}^{\prime}\right)$ (with respect to the right end points) is assigned a label in $A_{o}$ but not in $A_{1}$, then the first $k-1$ intervals must be assigned labels $l, l+1, \ldots, l+k-2$ in $A_{o}$ and the $k$ th interval must be assigned label $l+k-1$. This also means $r_{k}^{\prime} \geq l+k-1$.

Now consider $A_{1}$. If the first $k-1$ intervals are also assigned labels $l, l+1, \ldots, l+k-2$, then $l+k-1$ will be available for the $k$ th intervals. If some of the first $k-1$ intervals are not assigned labels in the range $l, l+1, \ldots, l+k-2$, then there will be a "hole" in this range that can be used for the $k$ th interval.

Hence, for every interval with a label assigned in $A_{o}$, there is a label assigned to that interval in $A_{1}$. Therefore, $\left|A_{1}\right| \geq\left|A_{o}\right|$. Thus, the label assignment obtained from Algorithm 1 is maximum.

Theorem 1 Algorithm 1 finds a maximum label assignment for $n$ intervals with the same left endpoints stored on a $p$ processor CGM with $n / p$ local memory per processor, $\frac{n}{p} \geq p$, in $O(1)$ communication rounds with $O\left(\frac{n}{p}\right)$ local computation.

Proof. The correctness of the algorithm is shown in Lemma 2. The communication rounds required in each step of Algorithm 1 is $\mathrm{O}(1)$. Hence the total number of communication rounds needed is $\mathrm{O}(1)$. In each round, the total message size per processor is $\mathrm{O}\left(\frac{n}{p}\right)$. Step 1 uses CGM integer sort $[6,13]$ which requires $O(1)$ communication rounds and $\mathrm{O}\left(\frac{n}{p}\right)$ local computation. The local computation of Step 6 is $\mathrm{O}(p)$ (from Lemma 1). For all other steps, it is either $\mathrm{O}(1)$ or $\mathrm{O}\left(\frac{n}{p}\right)$. Therefore, the total local computation per processor is $\mathrm{O}\left(\frac{n}{p}\right)+\mathrm{O}(p)=\mathrm{O}\left(\frac{n}{p}\right)$ since $\frac{n}{p} \geq p$.

### 2.2 The General Case

In order to solve the maximum interval assignment problem for arbitrary intervals, we now combine Algorithm 1 with a merge/unmerge scheme presented in [7].

Algorithm 3 General case where the intervals can have different left end points.
Input: A set of $n$ intervals $I=\left\{I_{1}, \ldots, I_{n}\right\}$ with their associated left and right end points $I_{i}=\left(l_{i}, r_{i}\right), i=1 \cdots n$, distributed over a $p$ processor CGM with $n / p$ intervals per processor. Note that, we assume that $\frac{n}{p} \geq p$.
(1) All intervals are sorted by their left end points using CGM parallel integer sort $[6,13]$. (In case of a tie, intervals are compared by their right end points.)
(2) Intervals with the same left end points are combined into groups. All groups that are stored completely within a processor are merged into a single group. Let $\gamma$ be the number of groups. Note that $\gamma$ is at most $2 p+1$.
(3) Each group is assigned a controlled range $\left(l_{i}, r_{i}\right), i=$ $1 \ldots \gamma$ where $l_{i}$ is equal to the smallest left end point of that group and $r_{i}=l_{i+1}-1, i=1 \ldots \gamma-1$. Let $r_{\gamma}$ be the largest right end point of the intervals.
(4) Using a sequential algorithm, each processor solves the problem for interval groups that are completely within the processor. Remove the label of all those intervals that received a label outside their group's controlled range. Classify the intervals using one of the following three types. Matchable ( $M$ ): all labeled intervals. To-be-determined $(T)$ : all non labeled intervals that extend beyond the rightmost label given by that processor. Unmatchable $(U)$ : all remaining intervals. Remove all unmatchable intervals.
(5) Using Algorithm 1, solve the problem for interval groups that cross a processor boundary (for each such group in isolation). Remove the label of all intervals that received a label outside their group's controlled range. Classify the intervals using one of the following three types. Matchable $(M)$ : all labeled intervals. To-be-determined $(T)$ : all nonlabeled intervals that extend beyond the rightmost label given by that processor. Unmatchable $(U)$ : all remaining intervals. Remove all unmatchable intervals.
(6) Merge the intervals in adjacent groups. Let $M_{L}, T_{L}$ be the intervals from the left group, let $M_{R}, T_{R}$ be the intervals from the right group, and let $\left(l_{L}, r_{L}\right)$ and $\left(l_{R}, r_{R}\right)$ be the controlled ranges of the left and right groups, respectively. Using Algorithm 1, solve the problem for $T_{L} \cup M_{R}$ over the range $\left(l_{R}, r_{R}\right)$. Let the resulting sets of machable and to-be-determined intervals be $M_{n}$, and $T_{n}$. For the combined group, set $M=M_{L} \cup M_{n}$ and $T=T_{n} \cup T_{R}$. The controlled range of the combined group is $\left(l_{L}, r_{R}\right)$.
(7) Repeat Step $6 \mathrm{O}(\log \gamma)$ times until a single group is obtained.
(8) Using a reverse process of the previous steps, using $\mathrm{O}(\log \gamma)$ iterations, redistribute the intervals back into the $\gamma$ groups obtained at the end of Step 3. In each splitting phase, let $M$ be the group we are splitting and let $M_{L}$ and $M_{R}$ be those two components. Let $V$ be the set of intervals that have a left end point smaller than the starting value of the controlled range of $M$. Note that, $V$ can be empty. Let $W$ be the union of $V$ and $M_{L}$. $W$ should be distributed to $M_{L}$ and the rest to $M_{R}$. However, the controlled range of $M_{L}$ may not allow the entire $W$ to be assigned to $M_{L}$. Hence, we assign only the first $\min (|W|, l R-L \mid)$ intervals to $M_{L}$
and the remainder to $M_{R}$.
(9) Step 8 is repeated until $\gamma$ groups are obtained.
(10) Using a sequential algorithm, each processor solves the problem for its interval groups over each group's controlled range. For groups that span over more than one processor, adjust the left end points to the starting values of the controlled range and then apply Algorithm 1.
— End of Algorithm -
Theorem 2 Algorithm 3 solves the label assignment problem in $O(\log p)$ communication rounds and $O\left(T_{\text {sequ }}\left(\frac{n}{p}, \frac{m}{p}\right)+\frac{n}{p} \log p\right)$ local computation.
Proof. The correctness of the split/merge scheme follows from [7]. Step 6 is executed $\mathbf{O}(\log \gamma)$ times. In Step 6, we invoke Algorithm 1 which requires $\mathrm{O}(1)$ communication rounds. Since $\gamma \leq 2 p+1$, the total number of communication rounds is $\mathrm{O}(\log p)$. The local computation time is dominated by the $O(1)$ executions of the sequential algorithm on each processor and the linear local time in each of the $\mathrm{O}(\log \gamma)$ iterations.

As described in Section 1.1, this theorem implies an algorithm for computing the maximum matching of a convex bipartite graph with the same number of communication rounds and local computation.

## 3 Conclusion

In this paper, we have presented a coarse grained parallel algorithm for computing a maximum matching of a convex bipartite graph $G=(A, B, E)$. For $p$ processors with $N / p$ memory per processor, $N / p \geq p$, the algorithm requires $\mathrm{O}(\log p)$ communication rounds and $\mathrm{O}\left(T_{\text {sequ }}\left(\frac{n}{p}, \frac{m}{p}\right)+\right.$ $\left.\frac{n}{p} \log p\right)$ local computation. For the BSP model, this implies $\stackrel{\mathrm{O}}{\mathrm{O}}(\log p)$ supersteps with $\mathrm{O}\left(g N+g \frac{n}{p} \log p\right)$ communication cost and $\mathrm{O}\left(T_{\text {sequ }}\left(\frac{n}{p}, \frac{m}{p}\right)+\frac{n}{p} \log p\right)$ local computation.

From a practical point of view, i.e. for implementing this method on commercial multiprocessors, it is very important that the problem size is not a parameter for the number of communication rounds. The result obtained, i.e. $\mathrm{O}(\log p)$ communication rounds, is a function of $p$ only. Since $p$ is usually fixed or grows on very slowly in practice, and $\log p$ is a slowly growing function, the number of communication rounds is essentially a fixed constant for most practical arrangements. This is important because empirical studies show that the number of communication rounds is the most important parameter influencing the observed running time.

From a theoretical point of view it is an important open problem to study whether it is possible to find an algorithm with even fewer communication rounds (is $\mathrm{O}(1)$ possible?) and/or determine lower bounds for the number of communication rounds.
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