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Abstract

An alternative to global ontology use in the se-
mantic interoperability among heterogeneous in-
formation sources is the reaching of a consen-
sus among distributed ontologies using local map-
ping and translation exchange. We investigate the
construction of a flexible consensus system from
distributed ontoliges in a peer-to-peer (P2P) net-
work. We believe that such a flexible consensus
system requires a semantic query processing with
a fault-tolerance capability. Fault-tolerance capa-
bility refers to the ability to differentiate between
permanent and non-permanent mapping faults. As
first step in building such a flexible consensus sys-
tem, this work provides a classification along the
temporal dimension for the different types of faults
that could arise in the context of semantic mapping
in a P2P network.

1 Introduction
The success of the Semantic Web initiative and Web Ser-
vices depends heavily on enabling semantic interoperability
between distributed and heterogeneous information sources.
The need for semantic interoperability between ontologiesin
a P2P environment is even more imperative. This is because,
by definition participants in P2P environment are equal, au-
tonomous and distributed. For example, the synthesis of
concepts developed independently by different academic re-
searchers, different research labs, various emergency service
departments and hospitals and pharmacies, just to mention a
few, are an assertive request for cooperation and collabora-
tion among these independent peers[Bernsteinet al., 2002;
Kementsietsidiset al., 2003; Haaseet al., 2004a].

There has been considerable work on semantic interoper-
ability, i.e. the mapping between different concepts from dif-
ferent ontologies. Some of this work suggests achieving in-
teroperability through a global ontology mediator[Gomez-
Perezet al., 2003], while others suggest building a consensus
incrementally with translation exchange and local mapping
[Abereret al., 2003; Bonifacioet al., 2003; Williamset al.,
2005]. We favor the latter approach.1

1For theoretical arguments on local ontology vs. global ontology,

We are working on endowing the latter approach, i.e. se-
mantic query processing using local mapping, with fault-
tolerance capability2. A fault-tolerance capability denotes the
ability to differentiate between permanent and non-permanent
mapping faults during semantic query processing. As an ini-
tial step for endowing semantic query processing with fault-
tolerance capability, this work provides a classification along
the temporal dimension for the different types of faults that
could arise in the context of semantic mapping in a P2P net-
work. The temporal dimension refers to transient, intermit-
tent and permanent fault types. Knowledge about different
fault types is the enabling mechanism which facilitates the
differentiation between permanently and temporarily unco-
operative peers.

The rest of this paper is organized as follow: In Section 2,
we provide arguments for why we need to add fault-tolerance
to query processing. In Section 3, we introduce the definition
of concepts used in this article. In Section 4, we provides
several motivative examples. In Section 5 fault classification
is provided. In Section 6, we review some existing semantic
interoperability systems and methods and identify their lack
of the fault-tolerance capability. Finally in Section 7 we con-
clude the work and describe the direction of our future re-
search.

2 ON the Need for Fault-tolerance Endowing

The key substance in the current bottom-up construction of
semantic inter-operable systems, i.e. reaching a consensus
incrementally from the interaction of the local ontologies, is
that every-time a peer P encounters another peerP̄ that could
handle its request, i.e. a peer with similar semantic knowl-
edge representation, that peerP̄ will be added to the list of
related peers to peer P. This knowledge will be used for future
collaboration, for example, when answering a query. How-
ever, if a peer P meets another peerP̂ with a different seman-
tic knowledge representation, that peerP̂ will not be consid-
ered for subsequent tasks (Chatty Web [Abereret al., 2003],

readers are encouraged to look into[Bouquetet al., 2002; Bonifacio
et al., 2003]. We share the authors opinion on using local ontology
instead of global ontology.

2A description of our work could be found in[Mawloodet al.,
2006]



REMINDIN [Tempichet al., 2004], KEx [Bonifacio et al.,
2003] andLocal Consensus [Williams et al., 2005]).

One shortcoming with the above described bottom-up con-
struction of a semantic inter-operable system is that, oncea
peer is unable to fulfill a particular request, for example an-
swering a query, it will not be considered for the subsequent
tasks. In other words, the described method sees the peers’
inability to answer a query as a permanent fault - perma-
nent non-cooperation. The described method does not make
any distinction between permanent and temporary faults. We
see this as a deficiency in the existing bottom-up construction
of inter-operable system because peers’ inability to answer a
query could be a result of temporary disconnection, noise or
incompetency to answer a particular request. This deficiency
would result in the erroneous labeling of peers with the in-
compatible knowledge representation, excluding the labeled
peers fromteaming up [Kementsietsidiset al., 2003] with the
other knowledge comparable peers.

Accepting partial query results used by both Piazza and
OBSERVER systems[Mena et al., 2000a; Halevyet al.,
2003a] could be considered as an acknowledgment to the vi-
ability of reducing the number of expelled peers in consensus
formation. It is worthwhile to mention that both OBSERVER
and Piazza do not use the partial query result technique for
preventing peers from being expelled.

To be able to extract the most consensus possible among
related peers, we need to construct a consensus system that
has a semantic query processing mechanism with a fault-
tolerance capability. In other words, we should focus not only
on the cooperative peers, which most of the existing works
do, but also on uncooperative peers as well. Consensus for-
mation should meet two objectives. 1. it should strive to iden-
tify the greatest possible common knowledge between all of
the peers in a P2P network. 2. it should focus on cooperative
peers but should not expel temporarily uncooperative peers
from future consideration in the consensus formation.

The differentiation between different types of faults is par-
ticularly important in critical applications such as security
and business applications. This particularity arises fromthe
fact that excluding a useful source of information or a valu-
able business partner just for a transient type error will have
severe consequences on the level of accuracy of the collected
information and could jeopardize potential financial gain for
the peers.

3 Fault and Fault Type Definitions
In this section, the definition of fault and mapping fault types
is provided. We adapt the fault type definitions provided by
the software and hardware fault-tolerance discipline to our
context - the semantic mapping context. Reviewing this dis-
cipline we found that there are at least three different types
of faults. These faults are different from each other based on
theduration of the fault, i.e., the length of time faults stays in
an active state. These faults are: i. permanent fault, ii. tran-
sient fault, and iii. intermittent fault[Paradhan, 1996]. In
order to apply the described notion to our semantic mapping
context, we will replace the duration which a system stays in
non-operational mode by the duration in which a peer will be

uncooperative. In other words, the duration in which peers
were unable to perform semantic mapping or unable to per-
form correct semantic mapping. Characteristic of all three
fault types is represented in Figure 1.

The existing works on fault in the semantic mapping con-
siders fault as a semantic conflict[Naiman and Ouskel ,
2002] or semantic incompatibility[Ram and Park , 2004].
In the works related to translation exchange and local map-
ping, the focus is on theincorrect mapping or information
losses during transitive mapping process[Abereret al., 2003;
Menaet al., 2000b]. we are concentrating on the temporal is-
sue of the faults, we define fault concept as follows:
Definition 1

Faultis incorrect mapping or inabilities to do mapping be-
tween concepts with or without existence of semantic corre-
spondence between concepts.

More precisely, we say that a fault occurs when i. a con-
cept in one ontology is incorrectly mapped to the concept of
another ontology. ii. a concept in one ontology cannot be
mapped to the concept of another ontology. Both situations
occur regardless of the existence or non-existence of the cor-
responding concepts in the other ontologies.

An example of fault according to our definition will be as
follow: lets assume that we have two ontologies O1 and O2
whereα concept belongs to the ontology O1 andβ concept
belongs to ontology O2. Let us also assume that the mapping
from α to β does exist and it is provided. Now, if we were
unable to mapα to β, or the result of mapping fromα to β is
incorrect, we say that a fault has occurred.
Definition 2

Permanent mapping fault is a type of fault that continues
to exist unless some outside action takes place to remove the
cause of the fault[Paradhan, 1996]. For example, any at-
tempt to map between two concepts from two unrelated on-
tologies where mapping correspondence does not exist be-
tween concepts results in an error. This situation will continue
forever unless some outside action takes place, i.e., mapping
bridge or mapping table between concepts been constructed
and provided to the mapping process.

The permanent fault curve in Figure 1 is an illustration
of mapping characteristic where waving lines are indications
that the mappings performed correctly and, the flat line is an
indication that a system no longer produce correct results.
Definition 3

Transient mapping fault is a type of fault that appears only
once and stays for a short period of the time. A transient fault
could damage the data but the system would remain in oper-
ational mode. It is a statistical fault and it is hard to predict
when it will happen. For example, a symbol change for a
company on the stock market could result in a transient error
if: i. the propagation of the change notification to the related
peers or applications is delayed and, ii. the related peers or
application were unable to capture the change immediately.
In other words, the change and the action of the source (peer)
which is responsible for the change and/or the change and
the action of the recipient of the change could be the cause
of the transient error. The transient fault curve in Figure 1
illustrates a mapping characteristic where transient error rep-
resented by a sudden change in the curve for a short period of



time [Dupontet al., 2002].
Definition 4

Intermittent mapping fault is a type of fault that appears
for a short period of time, disappears, and then reappears re-
peatedly. For example, it is very common for peers in P2P
environment to disappear for a short period of time, reappear
and then disappear again. Each disappearance of peer in P2P
could result in a transient error. The multiple disappearances
and reappearances of peers is what we call the intermittent
errors. The intermittent curve in Figure 1 illustrates the inter-
mittent behavior of a peer. Each sudden change in the curve
shape represents a short error in the peer cooperation. Multi-
ple error existence in the system is an illustration of intermit-
tent behavior of the peer.
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Figure 1: Fault Types

4 Motivation Examples
In this section we will provide several examples to illustrate
the need for augmenting the fault-tolerance capability to the
semantic query processing. These examples are situations un-
der witch different types of faults could arise, and they need
a proper handling to prevent its further consequences on the
consensus formation.

Please note that the list of enumerated examples is not
comprehensive. There are other situations such as the fuzzy
concept representation, differences in the structure represen-
tation, etc which could cause faults similar to the one’s listed
below. Further more, there could be scenarios that we are not
even aware of it yet that could appear in the future and cause
fautls.
Example 1(Faults Caused by Temporal Concepts).

To avoid concept conflict in the mapping process among
distributed and heterogeneous ontologies, an important issue
which has to be accounted for during mapping is the change
of data sources or ontologies over time. In other words, se-
mantic interoperability between autonomous and heteroge-
neous ontologies istime dependent. This issue is found in
situations where data/info changes continuously such as in
stock prices and weather temperature.

Theprice in thestock ontology and thetemperature in the
weather ontology are properties of concepts with the special
characteristic, their values change with the time.

A mapping procedure which compares the temperature val-
ues or compares stock prices from two different ontologies
will have different results with time. Not accounting for time

Location   Time
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City State Float String

String String

has time
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Temperature

has location

has city has state

Figure 2:Partial Weather Ontology

dependency characteristics of mapping procedure could re-
sult in mapping failure. This failure could result in expelling
peers for further considering in teaming up with other knowl-
edge comparable peers.

Lets assume that there a network of cities each with a
weather ontology similar to the one depicted in Fig 2.3 Lets
also assume that we want to find out the coldest city among
them. One way to achieve this is by posing a query similar to
the following one, written in XPath notation, on all the related
cities and comparing the results.
//location[/@Temperature < x] , x is coldest temperature
found so far.

If the query processing experienced some time delay for
some reason, or the queries were posed at different times on
each peer, the result will be incorrect. This incorrectnessis
not the result of semantic representation differences, alluses
same ontology, but rather the result of the temporal nature
of temperature concept. This incorrectness could be tempo-
rary or permanent based on weather the temporal values are
accounted for or not. Similar thing could be said about the
query which tries to find out the cheapest stock price. Other
examples related to the temporal change of the ontology con-
cepts presented in[Zhu et al., 2004].
Example 2( Faults Caused by Ontology Modification)

Versioning and evolution issues are very well known in
the software engineering and database design[Roddick,
1995]. The same issue also appears in ontology building. As
in database and software engineering, replacing an existing
component, an ontology in our context, with new version of
the component or the modification to the existing component
will have an impact on the overall system behavior. The issue
of versioning and evolving of the ontology on the Web is even
more dramatic because of the distributed and dynamic nature
of the Web[Klein et al., 2002].4 Examples of ontology mod-
ification include:
• adding new concepts to the existing ontology. For example,
adding a newly discovered class or type of drugs, proteins or
diseases to the existing relevant ontologies.
• deleting concepts from existing ontologies. For reasons
such as outdated concepts, no longer used or useful concepts,
concepts may be deleted from the ontology structure.

3please note that this a partial diagram of a weather ontol-
ogy created by http://refapp.semwebcentral.org/tutorial/ontology-
knowledgebase/ontology-decomposition.html in the OWL syntax.

4Noy [Noy and Klein , 2004] argues that the issue of versioning
and evolving are the same in the context of ontology mapping. What
we see as an important matter is that, both versioning and evolving
introduce modifications to the existing ontology.



• change in meaning, conceptualization, of the existing con-
cept. Change in meaning could be done by removing/adding
concept relation or property. Attaching hydrogen fuel type
to the car concept, the fuel type which does not exist previ-
ously, is an example of change in concept conceptualization
by adding new property. Removing disc drive from personal
computer (PC)concept because the company no longer build
PCs with disc drive build-in is another example of the change
in the ontology concept by removing the concept property.

In circumstances where ontology modification is not a
complete substitution to the previous ontologies, there isa
possibility for related peers or application to continue work-
ing. In the described scenario, there are possibilities forfault
occurrence -intermittent type of fault. Faults will occur be-
cause there are situations where related peers are unable toin-
terpret the meaning of concepts in modified ontologies. Other
fault types caused by ontology modification will be further
elaborated on in the section 5.
Example 3(Faults Caused by Context and Static Mapping) Static
mapping is a type of mapping that does not consider context
(the relations and properties of a concept) during the mapping
process when the concept in a certain ontology is about to
be mapped to another concept in a different ontology. Static
mapping looks at the concepts as anisolated single term and
mapping procedure as aterm to term comparison. Once the
mapping procedure concludes that a concept A for example
is equivalent to another concept B, it will produce the same
results, A is equivalent to B, every time mapping procedure
is applied. This happens regardless of discovering new evi-
dence that contradict the initial mapping conclusion. Static
mapping creates situations such that using thesame existing
concept correspondence between ontologies result in a differ-
ent mapping outcome when applied to different queries, i.e.
incorrect mapping.

The notion of static mapping could be explained more in
the following example. Lets assume we have two ontolo-
gies. The first ontology represents information about Univer-
sity student and the second ontology represents information
about Research Institute members as represented in Fig.3. Let
us also assume that some form of relations exists between
the two ontologies. For example, some of the Research Cen-
ter members are University students and Employer concept
represents these information, i.e. the domain of Employer is
Universities and Institutes. Also, both the University concept
from the first ontology and the Institute concept from the sec-
ond ontology are synonymous since both concepts could be
mapped to a common concept the Institute. Now lets con-
sider the following query: Q1. list the name of all Institutes
in the area. This query could be posed on both ontologies
and the relation (University, Institute) be asserted. But if the
query Q2: list the name of all educational Institutes is posed
instead, the synonymous relation between (University, Insti-
tute) no longer holds and its assumption will result in error.
In other words, while the semantic correspondence between
concepts produces a perfect outcome for one query, it results
in an error for the next one[Ouksel, 1999].

The above scenario could be a perfect example of what
we call intermittent type of fault. This is because every time
an existing correspondence between two concepts, i.e., exist-

DTD for DTD for
Source1.xml Source2.xml
Student Member

StudentID MemberID
University Institute

Employer
Figure 3: DTD for Source XMLs

ing mapping, is used in mapping contexts other than contexts
were the relation defined for, an error will occur. Other works,
such as the work which is been done by Bouquet[Bouquetet
al., 2003], could be used for further elaboration on the effect
of context and static mapping on the fault type.
Example 4 (Faults Caused by Unavailability of Data Sources).
It has been pointed out by Gal[Gal, 1999] that the design
of the conceptual schema for information services possesses
special properties. These special properties includes: i.re-
paid change ofdata source and meta-data, and ii. instabil-
ity, since there is no control over the information sources.
The availability of information sources is solely dependent
upon the information source’s decision. A possible scenario
that could arise is the temporary unavailability of information
when such information is needed. This possibility is particu-
larly acute during query execution.
Example 5 ( Faults Caused by Peers’ Misbehavior) The seman-
tic mapping correctness in the P2P environment depends on
the honest conduct of peers. A peer could be dishonest or
biased in his interaction with other peers during the mapping
process for reasons such as selfishness and greed. There are
various ways through which a peer could influence the map-
ping process. These ways include: i. not forwarding a query
to other peers during transitive mapping process or, ii. not
forwarding answers to the other peers during mapping and,
iii. altering/delaying the queries/results before forwarding to
other peers. In all the above situations the mapping process
yields incorrect mapping[Abereret al., 2004].

Working in hostile or uncooperative environment, gives
rise to situations where peers are permanently hostile or unco-
operative. This is leads to permanent faults. Other situations
could arise from unintentional misinterpretation or misimple-
mentation of mappings. In the latter case, since the fault(s)
will be produced from the noise like type of acts, it will be
correct to assume that the fault(s) will be non-permanent type
of fault.

In all above scenarios we need to differentiated between
permanent and temporary mapping fault. the knowledge
about different type of faults along the temporal dimension
will help us to determine when peers should be expelled for
further interaction. This helps in better consensus formation
which in turn helps in solving the semantic interoperability
problem.

5 Classification of Faults
It should be evident by now that, in order to build a a flex-
ible consensus system we need a semantic query processing
mechanism with a fault-tolerance capability. As the first step
to solve this problem, we provide a classification for the dif-
ferent types of faults along the temporal dimension. We have



identified three types of faults and several sources for fault.
The classification is based on the (fault sources, fault type)
association. Please note, since we assume that local mapping
between ontologies preexist, our classification emphasizes on
the type of faults that may occur duringmapping execution
rather than on those faults that may occur because ofmap-
ping design logic, for example substituting a concept by its
hypernyms or hyponyms. Hence, the mapping faults caused
by meaning and representation of concept are not included
in this classification. For this type of fault we refer reader
to the [Naiman and Ouskel , 2002; Ram and Park , 2004;
Glushko, 2005].

In order to make the analysis simple we distinguish be-
tween two cases: i. semantic mapping where support for
handling fault source (FS, here after) is provided, and ii. se-
mantic mapping without support for handling FS. Also, for
simplicity and to minimize confusion some time we refer to
both intermittent and transient type errors as non-permanent
faults. Table 1 summarizes this classification.

5.1 Fault Types when FS is not handled

Here we list the situations under which both permanent and
non-permanent mapping faults could occur because no fault
handling mechanism been provided for removing the source
of the fault.
1. Permanent Faults:
• mapping temporal concepts without representing time con-
straints in the ontology leads to permanent faults. This is
because temporal ontology concepts are continuously chang-
ing with time. Even if the mapping process produces some
correct mapping without considering for the time constraints,
they are random mapping and eventually the system will be
in total failure state.
• the level of ontology modification (versioning and evolu-
tion) and whether or not the modified concepts will beused in
the mapping process will determine the mapping result. The
high level of modification and the repeated use of the mod-
ified concepts could give rise to inability of related applica-
tions or peers to work with the modified ontology.
• if the system isunavailable (Example 4), in other words,
the unavailability time= ∞, the mapping process cannot be
performed. The unavailability could be the result of network
failure or peer failure.
• working in hostile or uncooperative environment, gives rise
to situations where peers are permanently hostile or uncoop-
erative. This is leads to permanent faults.5

We would like to bring to the attention that thestatic map-
ping and context (Example 3) will not lead to permanent
faults. This is because it does not make sense to use an ex-
isting mapping which contradicts the context all the time. If
this is the situation, it means that the existing mapping is not
complete. Hence, a better concept mapping is required. Also,
as indicated above the modification of ontology will not lead
to faults all the time.

5if multiple peers cooperate and misbehave intensionally, this
will create different type of faults known asbyzantine fault, not
considered in this work.

2. Non-permanent Faults. Except from those situations
identified in the first case all other situations will result in
non-permanent faults. These situations are:
• change in query context (Example 3) could give raise to in-
termittent type of fault. This is because every time an existing
correspondence between two concepts, i.e., existing mapping,
is used in mapping contexts other than contexts were the re-
lation defined for, an error will occur.
• in circumstances where ontology modification (Example 2)
is not a complete substitution to the previous ontologies, there
is a possibility for related peers or application to continue
working. In the described scenario, there are possibilities for
fault occurrence -intermittent type of fault. Faults will occur
because there are situations where related peers are unableto
interpret the meaning of concepts in modified ontologies.
• unintentional misinterpretation or misimplementation of
mappings (Example 5) gives rise to a an incorrect mapping.
Since the fault(s) will be produced from the noise like type
of acts, it will be correct to assume that the fault(s) will be
non-permanent type of fault.

5.2 Fault Types when FS is handled
There are considerable efforts underway to solve each indi-
vidual issues causing the fault. Hence, it is interesting tosee
what type of faults could arise regardless of incorporatingthe
exiting solutions for each individual fault source. Beforego-
ing any further in detail, we would like to make the following
two observations:
i. once proper solutions for each individual faults have been
provided,permanent faults will not occur. This is because,
as indicated in the 5.1 subsection, permanent fault will be-
come an issue only when participating peers are either totally
unavailable or misbehave permanently. With the assumption
about the existence of some sort of solution, the two men-
tioned cases will become invalid. Hence, the permanent fault
will not happen when FS is handled.
ii. if peers’ unintentional misinterpretation or misimplemen-
tation for queries or mappings are handled properly, there is
no reason to believe that atransient or intermittent fault type
will occur because of peers’ misbehavior. Similarly, once a
proper solution for handling context and static mapping avail-
able, query context no longer represents a threat to incorrect
mapping.

In the rest of this subsection we will concentrate our dis-
cussion on thenon-permanent faults:
• Even if the time constraints represented in temporal on-
tology concepts, there is situation that could give raise toa
transient type fault. For example, ifdelay is experienced in
query propagation during transitive mapping. In other word,
if Query starting time6 + query delivery time7 > information
display time8, mapping yields to incorrect mapping or null
value. Depending on the frequency of query propagation de-
lays we will have intermittent or transient type faults.

6a time when query submitted to the other peers.
7a length of time that a query takes to be propagate from peer A

to peer B.
8a point in time where the information on the remote site is cor-

rect.



• We all experienced in one form or another denial of service
request because of temporary server crashes, disappearance
and reappearance of peers in P2P environment. If these sit-
uations happen during mapping process, we will experience
non-permanent faults.
• Each modification to ontology could result in one of the fol-
lowing two case: i.unavailability for short period of time, if
the ontology is blocked while the modification is performed
or, ii. a race situation between information source and in-
formation users, if the ontology user is informed about the
changebefore or after the modification is made. In other
words, the modification problem is an instance of unavailabil-
ity or temporal problems described before. Hence we could
have a non-permanent fault type every time an ontology is
modified.

The following characteristics about the ontology modifica-
tion, unavailability and temporal concept could be general-
ized (extracted):

- The effect of ontology modification is not as dramatic
as the effect of unavailability. This is because we assume
that modification to ontologies should be less frequent than
information source unavailabilities.

- the probability for transient type fault could be higher
than intermittent fault type. This is again because of the ex-
pectation about less frequent ontology modifications.

It is important to note that we looked at the sources of faults
one at a time. For example, we studied the effect of context,
temporal aspects, modification etc separately. One can fore-
see some interesting questions here. Hence, we pose the fol-
lowing research questions:is there a possibility for a fault
to be a result of multiple causes? is it important to distin-
guish between different sources of fault? or is there a solution
which could capture the fault regardless of the source of the
fault?

Thesummary of fault classification is presented in Table 1
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Table 1: Fault Classification in Semantic Mapping Process

6 Existing Semantic Mapping Approaches
In this section we choose five different systems and methods
for scrutiny. These systems are: Chatty Web, OBSERVER,

Piazza, H-Match and KEx. The common theme among se-
lected approaches is the use of local mapping to achieve some
form of knowledge sharing and cooperation. When appli-
cable, we will pin point to the strategy(ies) used by these
systems to tolerate fault. In examining these approaches we
look at five different aspects: purpose, environment, mapping
strategy, future interaction and fault-tolerance ability. In the
following we will go through these aspects and provide de-
scriptions to the selected system. Table 2 summarizes how
the selected approaches address the chosen aspects. Please
note that the purpose of this section is neither to provide a
full survey on existing systems and methods, nor to examine
each of these individual systems or methods thoroughly.
1. Purpose of the approach.The objective here is to high-
light the exact goal of each approach.
2. Environment used.The approach which could be applied
to a certain network topology is highlighted here.
3. Mapping strategy.Here we make the distinction between
the approaches based on their way to perform mapping. For
the systems surveyed, the following mapping modes were
identified: i. mapping pre-exists - mapping is a separate activ-
ity that could be plugged in to the query processing. ii. built-
in mapping - mapping is part of the system and is used during
system operation. iii. provided as a separate component, the
system has a separate component where the relation between
concepts from various ontologies can be declared manually.
4. Future interaction. Here we determine how different ap-
proaches use the collected information from the interaction
with other peers. Some approaches make use of the interac-
tion history for future query forwarding (i.e., builds and up-
dates a routing table), while other approaches cache answers
for better performance.
5. Fault-tolerance. Considers peers’ reaction to those in-
teractions that did result in incorrect answers in various ap-
proaches.

A short description of selected systems are:
Chatty Web. [Abereret al., 2003] describes a method for

building acommon ontology or semantic global agreement
from local interaction between peers. Each peer has its own
schema that is different from schema’s of other peers. Using
the XQuery language, a query imposed on one peer could be
translated to another query and imposed on a different peer.
During their life time, peers will be able to find the other re-
lated schemes. Hence, a directed graph of the related peers
will be constructed. The Chatty Web method does not distin-
guish between permanent and temporary faults. All faults are
considered to be permanent.

OBSERVER. [Mena et al., 2000a] is a query process-
ing approach in the global information system. This system
uses multiple preexisting ontologies. For locating informa-
tion, the system navigates ontologies using inter-ontology re-
lations between them based on thesynonyms, hypernyms and
hyponyms relation between terms or concepts used in each
ontology. The relation between ontologies have to be deter-
mined by human experts and provided to the system manu-
ally; as such, the relation between ontologies (query process-
ing) is constrained by the the defined relations between ontol-
ogy terms. This is a disadvantage if compared to consensus
emergence in[Abereret al., 2003].



Piazza. [Halevy et al., 2003a] develop the infrastruc-
ture andmapping language for semantic mapping and data
management in P2P environment which takes into account
both the domain and the document structure. The infrastruc-
ture, called Piazza, and mapping language use features of the
XQuery language. In Piazza, queries posed on one peer can
be reformulated or rewritten to other peers, thus the transi-
tive closure of these translations or mappings could be used
to answer queries using bothlocal peer-to-peer mapping and
mediated mapping methods. In Piazza, information loss dur-
ing query translation is not evaluated and, faults and tolerance
to faults are not accounted for.

H-MATCH . [Castanoet al., 2003] is an algorithm for
matching ontology concepts. The purpose of the algorithm is
to enableknowledge sharing andknowledge evolution in P2P
environment. H-MATCH uses the meaning of terms used as
a name and properties, and the context of a concept (i.e., the
set of properties and the set of adjacent concept) to perform
matching. The matching processes uses WordNet thesaurus
to conclude the relation between concepts. H-MATCH pro-
vides three different ways of matching: shallow matching,
intermediate matching and deep matching.

KEx is an architecture for semantic search in a P2P net-
work based on the principles that the heterogeneity of knowl-
edge representation should not be seen as an obstacle in front
of knowledge management but rather as an opportunity for
promoting innovation. KEx facilitates building a community
of sharing within a network of autonomous peers such that
the knowledge within the space will be available for other
peers and the search for interested information will be pos-
sible. Each peer could either request information from other
peers or provide information to other peers or group of peers.
A document repository and a context repository, ontology,
is associated with each peer. A document repository is the
place where the structured document is been saved and con-
text repository is the place where the semantics of concepts
will be clarified during query request and answers. Differ-
ent kind of knowledge could be saved at document reposito-
ries including references to experts in some domain, links to
other peers, to external resources etc. KEx do not tolerates
the non-permanent faults.

Table 2 summarizes some aspect of translation exchange
and semantic mapping for selected systems and methods.

7 Conclusion and Future Works
The lack of semantic interoperability among heterogeneous
and distributed ontologies impedes the Semantic Web initia-
tive. One way to tackle this problem is by reaching consen-
sus among distributed ontologies. There are several meth-
ods for reaching consensus including: negotiation[Moor,
2005], argumentation[Tempichet al., 2005] and translation
exchange[Abereret al., 2003; Bonifacioet al., 2003]. This
work focused on improving the latter approach by endowing
it with fault-tolerance capability. A fault-tolerance capability
denoted as the ability to differentiate between permanent and
non-permanent mapping faults during semantic query pro-
cessing. This work also emphasized that the failure to distin-
guish between permanently and temporarily mapping faults

Purpose Environment Mapping Future

interac-

tion

Fault-

tolerance

Chatty Web Building

global

consensus

Orthogonal local and

preexist

Routing

table

built

Not handled

OBSERVER query

processing

in global

information

system

Network of

related on-

tologies

terminological

relationship

Not han-

dled

Not ap-

plicable

Piazza Query

answering

using

mapping

Network

of sites or

peers (P2P)

local and

preexist

Query

answers

cached

Not handled

H-MATCH Knowledge

sharing and

evolution

P2P Built-in Routing

table

built

Not handled

KEx knowledge

discovery

and

exchange

P2P Built-in Query

answers

cached &

Routing

table

built

Not handled

Table 2: Some Aspects of the Selected Systems and Methods

could result in the erroneous labeling of peers with incompat-
ible knowledge representation which could have further con-
sequence of preventing labeled peers from teaming up with
other knowledge-comparable peers. As first step in solving
this problem, we provided a classification along the tempo-
ral dimension for the different types of faults that could arise
in the context of semantic query processing in a P2P network.
The temporal dimension referred to transient, intermittent and
permanent fault types. Future research directions will center
on two research strategies: i. algorithm development, and ii.
system implementation. Algorithm development will focus
on the incorporation of fault-tolerance capabilities in seman-
tic consensus building. System implementation will focus on
validating the effectiveness of flexible consensus building in
real world applications.
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