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In a Web site, each page \( v \) has a certain probability \( p_v \) of being requested by a user. The access cost of a Web site is the sum of \( p_v \cdot c(r,v) \), of every page \( v \), where \( c(r,v) \) is the cost of the shortest path between the home page, \( r \), and page \( v \). The cost of a path is measured in two ways. One measure is in terms of its length, where the cost of the path is simply the number of hyperlinks in it. The other measure is in terms of the data transfer generated for traversing the path. This research work concerns the problem of minimizing the access cost of a Web site by adding hotlinks over its underlying structure. We propose an improvement on Web site access by making the most popular pages more accessible to users. We do this by assigning hotlinks to the existing structure of the Web site. The problem of finding an optimal assignment of hotlinks is known as the hotlink assignment problem. We present heuristic algorithms which are tested and compared by simulation on real and random Web sites. We develop the Hotlink Optimizer (HotOpt), a new software tool that finds an assignment of hotlinks reducing the access cost of a Web site. HotOpt is empowered by one of the algorithms presented in this paper.
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1 Introduction

There are many factors, from physical to logical, which affect the speed of information retrieval from the Internet. Examples include the efficiency of the underlying data transmission lines and the protocols that govern their usage; the physical location of the information and the efficiency of the Web browsers which locate it.

Continuing efforts are being made in order to improve the performance of the Internet. Some of the most important areas of research are Web site design, clustering, and caching. We believe that a well designed Web site contributes to the improvement of the Internet since
well structured sites lead to less traffic on the Web, as users are getting the information they want without having to traverse superfluous Web pages. In addition, well designed Web sites become more attractive to users since they offer rapid access to information.

1.1 Our Approach: Hotlink Optimization

Unfortunately, it is common that the users and designers of a Web site perceive the Web site in a different way. This discrepancy is reflected in users having to traverse "costly" paths in order to reach the pages they are interested in. We say that a path is costly either because it is "too" long or because the pages in it are "too" big (in bytes).

We endeavour to improve Web access by improving the design of Web sites. A well designed Web site will avoid some useless traffic, save time to users, and reduce the Web server work load. Our idea is conceptually simple, "bring the most popular pages closer to the home page."

We propose an improvement on Web site access by adding hotlinks that provide shortcuts to the most popular pages. Suppose that there is a page with many access hits; we want this page to be closer to the home page so users can reach it at a lower cost. Cost may be measured in terms of the expected number of steps or in terms of the expected data transfer. Figure 1 illustrates the idea.

It would be interesting to measure the cost of a Web site in terms of its latency. Latency is a measure of network performance that "corresponds to how long it takes a single bit to propagate from one end of a network to the other" ([1], page 23). The latency of a Web site is the average of the latencies of its Web pages. The latency of a Web page is the time elapsed from the time when the user requests a page on his or her navigator to the time when the page is completely displayed on the screen. From this definition of latency, we can say that the latency of page \( v \) is smaller for user \( A \), who has a high speed Internet connection, than for user \( B \), who has a slower one. The latency of a Web page experienced by users \( A \) and \( B \) also depends on other factors including their physical locations and the traffic on the transmission lines. Due to the fact that the latency of a Web page depends on a combination of many factors that vary from one user to other, it is extraordinarily complex to design a realistic model for optimizing the latency of a Web site. Nevertheless, by optimizing the expected number of steps (or the expected data transfer) of a Web site, we significantly decrease latency. See the example illustrated in Figure 1.

1.2 Related Work

Since its appearance, the Internet has been the subject of arduous study. Until the last few decades, when the amount of information on the Internet started to expand at unprecedented rates and with unknown patterns, it was never so urgent to organize the content. Perhaps, the unregulated growth of the Internet is a result of the different socio-economic interests that interact on it. As an entity that is not well-understood, consisting of a solid source of information and communication for the whole world, the Internet has become an attractive field of study to researchers.

Researchers have focused their attention on the optimal design of Web sites based on user access patterns. Some of them suggest analyzing user access patterns to help design better Web pages, sites, and browsers. Catledge et al. [2] and Drott et al. [3] analyze user access patterns to suggest improvements that help to design better Web pages. For example,
Catledge et al. find that users rarely traverse a path of more than two hyperlinks before returning to the starting point. This observation would suggest to create dense Web sites. Piroli et al. [4] propose to create aggregation of Web pages according to their importance or their content.

Perkowitz et al. [5] propose the design of adaptive Web sites by promoting and demoting pages, highlighting hyperlinks, adding hyperlinks and clustering related pages. Perkowitz et al. [6] present an algorithm that analyzes user access logs in order to identify candidate hyperlink clusters to be included in index pages. The performance of the algorithm is measured according to the quality of the clusters; specifically, they assess the quality of a cluster by answering the following question: Given a visit to a page of a cluster, what percentage of the pages in this cluster was visited by this user? They find that when the number of clusters is 1, the percentage of visits is approximately 72; but when the number of clusters is 10, the percentage of visits is around 20. They also compare clusters constructed by a human with clusters constructed by their algorithm and find that the algorithm constructs clusters with at least 15 more visits than the human-authored ones. Note that the approach of Perkowitz et al. finds clusters of related documents and creates index pages to those documents, however, this solution does not specify where the index pages are to be inserted in the Web site.

Spiliopoulou et al. [7] present a tool for detecting “interesting” commonly traversed paths. They suggest the use of this information to improve Web site design but do not suggest a specific mechanism.

Nakayama et al. [8] propose a technique to detect the gap between Web designer’s expectations and users’ behaviour. The former is assessed based on the content of Web pages, whereas the latter is assessed by analyzing user navigation patterns. The resulting gap suggests (without specifying) the possibility for improvements to the Web site based on the criteria of the Web designer. These improvements may be on the hyperlink topological structure or on the page layout. The statistical analyses used to assess Web designers’ expectations and users’
behaviour are suitable for evaluating the improvements without involving actual users.

Fu et al. [9] propose an algorithm to reduce the number of steps to reach the most popular pages of a Web site. They classify the Web pages according to the number of hyperlinks in them into "index pages" and "content pages". Based on this classification and on the popularity of Web pages, the authors promote and demote pages to reduce the number of steps. Fu et al. test their approach in a particular Web site. They show experimentally that their approach actually "reduces" the number of steps required to reach popular pages. Their algorithm requires the empirical adjustment of parameters used in their classification of Web pages.

Srikant et al. [10] propose improving Web site design by finding the pages whose actual location is different from their expected locations, i.e., where visitors expect to find them. Their algorithm relies on the belief that when the user presses the back button of the navigator it is because the user did not find the page where he or she had expected to find it. The algorithm of Srikant et al. is tested only in a particular Web site. They find that "many" pages are wrongly placed, according to their criteria.

Some researchers, e.g., [11, 13, 14], have studied the assignment of shortcuts in full binary tree structures.

1.3 General Notation and Terminology

A Web site is a collection of Web pages administered by the same authority which are linked together to form a unified source of information. We say that two Web pages are connected by a hyperlink, which is a one-way linkage between two pages. The notion of a home page is needed to understand the organization of a Web site. The home page is considered to be the starting point of any Web site, and it is assumed that any Web page belonging to the Web site can be reached from the home page. Under this assumption, we can say that within a site, a Web page \( b \) is a descendant of a Web page \( a \) if there is a path of hyperlinks leading from \( a \) to \( b \). Therefore, any Web page is a descendant of the home page. This research focuses on improving the design of Web sites by assigning hotlinks (shortcuts) to the collection of Web pages. A hotlink is defined as an added hyperlink that links a Web page to a descendant of that page.

In a Web site, each page \( v \) has a certain probability \( p_v \) of being requested by a user. The access cost of page \( v \), is denoted \( c(r, v) \), and corresponds to the cost of the shortest path between the home page, \( r \), and page \( v \). The access cost of a Web site is the sum of the access cost of all its pages. The cost of a path is measured in two ways. One measure is in terms of its length, where the cost of the path is simply the number of hyperlinks in it. The other measure is in terms of the data transfer generated by the path, i.e., the number of bytes that need to be transferred in order to traverse the path. The problem is to minimize the access cost of a Web site by adding hotlinks to its underlying structure. An immediate intuitive solution to the problem would be to add as many hotlinks as necessary to connect directly the home page with every other page of the Web site. However, from a practical point of view, this solution could produce a Web site without semantic structure and with a very dense home page, that would be difficult to visualize and understand by users. Therefore, we must restrict our problem to assigning at most \( k \) hotlinks per page. The problem is to minimize the access cost of a Web site by adding at most \( k \) hotlinks per page. This is a very difficult
problem, in fact, some instances of it have been proven to be NP-hard (see [11]).

Consider a part of the Web called a Web site, consisting of a collection \( V = \{v_1, \ldots, v_N\} \) of Web pages connected by hyperlinks. These hyperlinks have been placed a priori by design in the initial construction of the Web pages. Assume there exists a directed path of hyperlinks from the home page \( r \) to any other page of the collection. We can view the Web site as a directed graph \( G = (V, E) \), where each page is represented by a node, and each hyperlink is represented by an edge\(^a\). The number of hyperlinks in page \( v \) is called outdegree, and is denoted by \( \delta_v \). The maximum degree of all the pages of a Web site is denoted by \( \delta \).

Consider a tree \( T = (V, E') \), where \( E' \subseteq E \), with a distinguished node called the root, \( r \). We define the distance from the root \( r \) to a node \( v \in V \), denoted by \( d(v) \), as the number of edges between them.

Suppose that the leaves of \( T \) have a probability distribution \( p \) over them. We assign popularities\(^b\) to the internal nodes in a bottom-up fashion, in such a way that the weight of a node is equal to the sum of the probabilities of the leaves descendant to it. Observe that in this way, the root node will have a weight of 1. Thus, let us say that node \( v \) has weight \( p_v \), then we define the access cost of a Web site \( T \), as follow:

\[
E[T] = \sum_{v \text{ is a leaf}} p_v \cdot c(r, v).
\]

The optimal \( k \)-hotlinks assignment problem consists in minimizing Eq. 1 by adding at most \( k \) hotlinks from each node of the tree. If \( k = 1 \) we call it optimal hotlink assignment problem.

As mentioned before, the cost of a path can be measured in two ways. One measure is in terms of the number of steps, where the cost of the path is the number of hyperlinks in it. The other measure is in terms of the data transfer generated for traversing the path. We use a slightly different notation and terminology for these two measures.

**Optimizing Number of Steps**

Consider a hotlink \( h = (s, t) \), added to the original tree\(^c\). We say that \( s \) is the hyperparent of \( t \), and \( t \) is the hyperson of \( s \). Consider a set of hotlinks, \( H \), assigned to the tree \( T \); the resulting graph is denoted by \( T^H \), and the gain of \( H \) is defined by

\[
\mathcal{G}(H) = E[T] - E[T^H].
\]

The gain of a single hotlink, \( h = (s, t) \), is defined by

\[
g(h) = p_t (d(t) - d(s) - 1).
\]

A set of hotlinks \( H \) is optimal if \( \mathcal{G}(H) \geq \mathcal{G}(H') \) for any hotlink set \( H' \).

**Optimizing Data Transfer**

Define the weight (in bytes) of a page \( v \), \( w_v \), as its own size plus the size of its embedded files. The access cost of a page \( v \), \( u(v) = c(r, v) \), is equal to the sum of the weights of the pages contained in the shortest path between the home page \( r \) and \( v \).

\(^a\)Throughout this paper we use interchangeably the terms root and home page, node and Web page, edge and hyperlink

\(^b\)The terms probability and popularity will be used interchangeably throughout this paper.

\(^c\)Literals \( s \) and \( t \) stand for source and target nodes.
The gain of a single hotlink, \( h = (s, t) \), is now defined by
\[
g(h) = p_t(w(t) - w(s) - w_i).
\] (4)

Define \( \Pi^H(r, u) \) as the shortest path from \( r \) to \( u \) given the hotlink assignment \( H \). We have the following:
\[
w^H(u) = \sum_{v \in \Pi^H(r, u)} w_v.
\] (5)
\[
E_w[T^H] = \sum_{i \text{ is a leaf}} w^H(i) \cdot p_i.
\] (6)
\[
\mathcal{G}(H) = E_w[T] - E_w[T^H] = \sum_{i \text{ is a leaf}} (w(i) - w^H(i)) \cdot p_i.
\] (7)

A set of hotlinks \( H \) is optimal if \( \mathcal{G}(H) \geq \mathcal{G}(H') \) for any hotlink set \( H' \).

1.4 Contributions of the Paper

In this paper we make several contributions. We consider some variants of the problem, namely, one hotlink per page and multiple hotlinks per page. Hotlink assignment algorithms are presented, and tested with simulations. In particular, we use simulated Web sites with simulated access patterns, real Web sites with simulated access patterns, and a real Web site with real access patterns. We develop the Hotlink Optimizer, a hotlink assignment software tool. In this section we summarize our main contributions.

1.4.1 Hotlink Assignments to Web Sites

We present algorithms for one and multiple hotlinks per page, which were tested by simulations.

For the case of one hotlink per page, among the algorithms we have tested, algorithm greedyBFS achieves the best performance. The results of our experiments reveal that algorithm greedyBFS is capable of saving up to 27% the average number of steps on simulated Web sites with simulated access patterns, 35% on real Web sites with simulated access patterns, and 27% on a particular Web site with real access patterns. Regarding data transfer, algorithm weighted-greedyBFS is capable of saving up to 14, 30, and 22%, respectively.

For the case of multiple hotlinks per page, we test algorithms \( k\text{-greedyBFS} \) and \( \text{greedyBFS}^k \) on simulated Web sites with simulated access patterns, and find that algorithm \( k\text{-greedyBFS} \) outperforms algorithm \( \text{greedyBFS}^k \) for \( k \leq 5 \). For \( k = 5 \), the algorithms are capable of saving up to 43% on the expected number of steps of a Web site.

1.4.2 The Hotlink Optimizer

We have developed the Hotlink Optimizer (HotOpt), a powerful software tool that assists Web administrators and designers in re-structuring their Web sites according to the needs of users.

By analyzing the hyperlink structure of a Web site, and taking into consideration the access patterns of the users, HotOpt is able to suggest a set of hotlinks, \( H \), and thus save a certain proportion of the access cost of the Web site. While the inputs are the home page file
and the access log files, the output is a set of hotlinks \( H \) along with \( x\% \), the proportion of gain achieved by \( H \). Figure 16 shows the user interface of HotOpt.

1.5 Outline of the Paper

In Section 2 we present heuristic hotlink assignment algorithms and the simulation process. In Section 3 we introduce the Hotlink Optimizer, a software tool that assists Web administrators and designers by suggesting an assignment of hotlinks. Finally, in Section 4 we discuss the conclusions and some possible extensions to our work.

2 Hotlink Assignment Algorithms and Simulations

In this section we present our hotlink assignment algorithms (we also describe an algorithm by Kranakis et al. [12] called approximateHotlinkAssignment) and their performance when tested on random and real Web sites.

Before presenting the algorithms we explain the process of the simulations. We evaluate the algorithms on three different kinds of structures: random Web sites, real Web sites with unknown access probability distribution, and an actual Web site with a known access probability distribution.

2.1 The Simulation Process

In order to generate realistic random Web sites, we need to know how the pages of a Web site are linked together. We also need to know how users access the Web sites in order to emulate the popularity of the Web pages. For each Web page, we generate an outdegree \( \delta \) and an access probability \( p \) according to theoretical distributions. Even though the distributions of \( \delta \) and \( p \) are precise, they do not provide any information on how they are to be distributed among the pages of the Web site. Given the huge universe of possible combinations of \( \delta \) and \( p \), we obtain 95% confidence intervals for all the results that we present. In order to refer to the proportion of gain achieved by an algorithm we use the term average proportion of gain, which is computed by averaging the proportion of gain obtained in each single sample of the simulations. Details on Web structure, such as the outdegree of home pages, are not taken into consideration in the simulations. This may affect the approximation of our random Web sites to the real ones, however, we validate the correctness of the simulations regarding topology and popularity by showing that the outdegree \( \delta \) and the popularity \( p \) of the random Web sites actually follow the theoretical probability distributions.

2.1.1 Random Web Sites

Faloutsos et al. [15] point out that Internet topology can be modelled using power-law relationships. They compare three snapshots of the Internet with power-laws and observe a strong similarity despite the growth of the Internet between the snapshots. In particular, we are interested in the power-law that governs the outdegree \( \delta \) of a Web page. The probability that a page has degree \( i \) is proportional to \( i^{-k} \), for \( k > 1 \).

Broder et al. [16] have found that \( k = 2.72 \) is an accurate value for the outdegree. Their experiments are based on a sample of over 200 million pages and 1.5 billion hyperlinks.

Given a Web page \( v \), the probability that \( v \) has outdegree \( i \) is determined by the formula

\[
P[\delta_v = i] \sim i^{-2.72}.
\]
2.1.2 Generation of Random Web Sites

There are many techniques for generating random graphs. Waxman [17] proposes a random graph generator for modelling geographical networks. Calvert et al. [18] discuss how graph-based models can be used to generate large graphs with specific parameters of locality and hierarchy. Zegura et al. [19, 20] survey the generation of commonly used graph models. Zegura et al. also study the difficulty of generating random graphs with a particular average degree and then propose a technique to generate such graphs. Aiello et al. [21] describe a random graph model for reproducing sparse gigantic graphs with particular degree sequences. The Aiello et al. model fails to reproduce some characteristics of real networks. Watts [22] fully explains the concept of “small world” graphs, which are clustered, sparse, and of small diameter. There is an extensive literature about small worlds, e.g., [23, 24]. Hayes [25, 26] analyzes gigantic graphs such as the Web, and maintains that the Web is a small world graph. Hayes points out how lattices and Erdős-Rényi graphs fail to reproduce small world graphs since lattices do not have small diameter and Erdős-Rényi graphs are not clustered.

We generate random Web site trees $T = (V, E)$ of size $s = |V|$. The outdegree of a page is taken from a sample of outdegrees generated by Formula 8.

The generation of a random Web site tree structure is described in Algorithm 1. In Section 2.1.4, we discuss the assignment of access probabilities to the random Web site trees.

---

**Algorithm 1** `hyperlinksStructure(size)`

1. $V = E = \emptyset$
2. let `q` be an empty queue
3. $v = \text{new Web page}$
4. $V = V \cup v$
5. `enqueue v in q`
6. while `q` is not empty
   (a) if $|V| = \text{size}$ then return $T = (V, E)$
   (b) $v = \text{dequeue } q$
   (c) assign a random outdegree $\delta_v$ to $v$ (see Section 2.1.1)
   (d) for $i = 1$ to $\delta_v$
      i. $w = \text{new Web page}$
      ii. $V = V \cup w$, $E = E \cup (v, w)$ (i.e., insert in page $v$ a new hyperlink pointing to a new Web page $w$)
      iii. `enqueue w in q`
      iv. if $|V| = \text{size}$ then return $T = (V, E)$
2.1.3 Actual Web Sites

In Section 2.1.2, we briefly survey the efforts to generate random graphs with particular characteristics [17, 18, 19, 20, 21, 25, 26]. We know of no precise technique for simulating “typical” Web sites.

Instead of simulating random Web sites, we could take a sample of Web sites from the Internet. Henzinger et al. [27] suggest performing random walks on the Internet in order to extract representative samples of Web pages. They point out that with this random walk, pages with big indegree will have more chances to be visited than pages with small indegree, which may not be true in reality.

In the absence of efficient techniques for generating Web sites, we test our algorithms with the hyperlink structure of the Web sites of eleven universities in Ontario. Once we retrieve the hyperlink structure of a Web site, we convert it into a directed graph \( G = (V, E) \), where each vertex \( v \in V \) represents a Web page, and every edge \( (v, w) \in E \) represents a hyperlink going from \( v \) to \( w \). We then generate a tree \( T = (V, E') \) by performing breadth first search on \( G \), starting with the home page. In Section 2.1.4, we study the assignment of access probabilities to these Web sites.

2.1.4 Web Access Distribution

To perform the simulations, we need to assign access probabilities to the Web sites. This information can be extracted from the access log files. However, sometimes the log files are unavailable, either because the Web administrators prefer not to disclose them or because the Web site structure has been simulated with a random graph. We explain how to assign access probabilities to Web sites with and without the log files.

Modeling Access Distribution

While it is possible to get the hyperlink structure of any Web site, it is not easy to convince a Web site administrator to disclose log files in order to know the popularity of the Web pages. When access logs are not available, we simulate the popularity of a Web page using the Zipf’s popularity law.

Given Zipf’s observations of human behaviour [28], one could conjecture that the popularity of Web pages obeys Zipf’s popularity law. Glassman [29] prove experimentally that the popularity of Web pages can actually be modelled with Zipf’s popularity law. Glassman analyzes 100,000 requests from 300 different users of 40,000 Web pages. Zipf’s popularity law is also found in the length of user’s navigation. Levene et al. [30] show experimentally that Zipf’s popularity law explains user’s navigation, in the sense that longer navigations are less probable than shorter ones. Pitkow [31] provides a good survey on Web characterizations.

In Zipf’s distribution, the probability of the \( i \)-th most probable item is \( p_i = \frac{1}{iH_m} \), where \( H_m \) is the harmonic number, \( H_m = \sum_{j=1}^{m} \frac{1}{j} \). Thus, given the \( i \)-th most popular Web page \( v \) of a Web site of \( m \) pages,

\[
p_v = \frac{1}{iH_m}. \tag{9}
\]

In order to associate popularities to the \( m \) leaves of a Web site \( T \), we generate a popularity

\footnote{Note that the hyperlink structure of a Web site is different from its file structure.}
ranking-list of \( m \) elements based on Eq. 9, where the \( i \)-th most popular leaf page has popularity \( p_i = \frac{1}{n^m} \). Each of these popularities is randomly associated with a different leaf of \( T \). This popularity represents the access probability of a page. The access probability of an intermediate (i.e., non-leaf) page is the sum of the access probabilities of the leaves descendant to it, in such a way that the home page has access probability of 1. The assignment of access probabilities to the Web pages of a Web site \( T \) is described in Algorithm 2.

\begin{algorithm}
\textbf{Algorithm 2} accessProbabilities( \( T = (V, E) \) )

1. create a popularity ranking-list \( \text{rankingList} \) of length \( m \), where \( m \) is the number of leaf pages of \( T \) (see section 2.1.4)

2. for each leaf page \( v \) of \( T \\
   \text{(a) take a random element from \( \text{rankingList} \), } p \text{ (not taken before), and make } p_v = p \n
3. for each intermediate page (i.e., non-leaf) \( v \\
   \text{(a) } p_v \text{ is equal to the sum of the leaf pages descendant to } v \\
\end{algorithm}

2.1.5 The Distribution of File Sizes

Arlitt et al. [33] carefully analyze the traffic of a Web server. They prove experimentally that the file size distribution is heavy tailed (see [34] for a background of heavy tail models). The assertion of Arlitt et al. is confirmed by Crovella et al. [35], who show experimentally that file sizes greater than about 1,000 bytes can be well modelled with a Pareto distribution. Barford et al. [36] show experimentally that file sizes can be modelled with a hybrid distribution. Files of “small” size can be well modelled with a lognormal distribution, whereas “big” files can be modelled with Pareto distribution. According to Barford et al., the body of the distribution is modelled with lognormal distribution for values smaller than 133KBytes. Downey [37] creates a model that suggests that file sizes are modelled only by a lognormal distribution. Mitzenmacher [38] points out why the arguments of Downey yield only a lognormal distribution. Mitzenmacher corroborates the results of Barford et al. and suggests a double Pareto distribution for the body of the curve and a Pareto distribution for the tail.

Assuming that the model proposed by Barford et al. [36] is correct, we create a file size distribution as follows:

\[
P[w_v = x] = \begin{cases} 
\frac{1}{2\sigma\sqrt{2\pi}}e^{-\left(\ln x - \mu\right)^2/2\sigma^2} & \text{if } x < \text{cutoff point} \\
\alpha\sigma^\alpha x^{-(\alpha+1)} & \text{otherwise,} 
\end{cases} \\
\tag{10}
\]

where \( w_v \) is the size in bytes of page \( v \) and its embedded files. The values of \( \mu, \sigma \) and \( \alpha \) are taken from the observations of Barford et al. [39] on the requests of over 40,000 files from over 500 users in 1998. The values of \( \alpha \) and the cutoff point are calculated to fit the results of Barford et al. [39] who observe that 83% of the files fall in the body of the distribution. See Figure 14. The values used in Formula 10 are displayed in Table 1.
Table 1. Parameters used in Formula 10.

<table>
<thead>
<tr>
<th>parameter</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu$</td>
<td>7.796</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>1.625</td>
</tr>
<tr>
<td>$k$</td>
<td>8.863</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>1.470</td>
</tr>
<tr>
<td>cutoff point</td>
<td>10,790</td>
</tr>
</tbody>
</table>

For the case of random Web sites, we assign weights to the pages in a random fashion, according to the distribution of Formula 10.

The straightforward solution for getting the actual weights of real Web sites would be to download the entire Web sites, however this action would require enormous storage capacity. One alternative would be to process the information contained in the log files, however the log files are usually undisclosed to the public. Therefore we use random file sizes. We search the number of embedded files on every page and for each of them we withdraw a size from the distribution given by Formula 10.

2.2 Algorithm simpleBFS

Algorithm simpleBFS iteratively assigns hotlinks in breadth first search order, starting with the home page. Consider a hotlink $(s, t)$. In each iteration of the algorithm, $s$ corresponds to the next node in the breadth first search order and $t$ corresponds to a descendant of $s$ that offers the biggest gain. The algorithm stops when there are no more possible hotlinks to assign. Algorithm simpleBFS uses the function $\text{next.in.BFS.order}$, which returns the next node of the tree in breadth first search order, starting from the home page.

**Algorithm 3** simpleBFS($T$)

1. $H = \phi$

2. while($s = \text{next.in.BFS.order}$) $\neq \phi$)

   (a) $t = v : v \text{ maximizes Eq. 3; and } v \text{ is descendant of } s; \text{ and } v \text{ does not have a hyperparent}$

   (b) if $t \neq \phi$ then $H = H \cup \{(s, t)\}$

In a variant of algorithm simpleBFS, called greedyBFS, the target node can not be a descendant of a node that already has a hyperparent. The only modification of simpleBFS occurs in step 2a.

2.3 Algorithm greedyBFS

Algorithm greedyBFS assigns hotlinks iteratively in breadth first search order starting from the home page. Consider a hotlink $(s, t)$. In each iteration of the algorithm, $s$ corresponds to the next node in breadth first search order, and $t$ corresponds to the descendant of $s$ that maximizes the gain, but is not a descendant of a node $x$, which is at a higher level than $s$ and
already has an incoming hotlink. See Figure 2. The algorithm stops when there are no more possible hotlinks to assign. We also have a recursive version of algorithm \text{greedyBFS}, which we call \text{recursive}. This recursive version will help us to validate the simulations, as we will see later.

\begin{algorithm}
\textbf{Algorithm 4} \text{greedyBFS}( T )
\begin{enumerate}
\item $H = \phi$
\item $\text{while} ( s = \text{next\_in\_BFS\_order} ) \neq \phi$
\begin{enumerate}
\item $t = v : v$ maximizes Eq. 3; and $v$ is a descendant of $s$; and $v$ does not have a hyperparent; and $v$ is not a descendant of a node $x$, which is at a higher level than $s$ and already has a hyperparent.
\item if $t \neq \phi$ then $H = H \cup \{(s,t)\}$
\end{enumerate}
\end{enumerate}
\end{algorithm}

Fig. 2. In algorithm \text{greedyBFS}, two hotlinks are not allowed to cross each other. Consider a hotlink $(s,t)$ to be assigned in an iteration of the algorithm. $t$ must be a descendant of $s$ that minimizes the cost but is not a descendant of a node $x$, which is at a higher level than $s$ and already has an incoming hotlink.

By comparing these two algorithms we will see that in practice, \text{greedyBFS} offers the same or better performance than \text{simpleBFS}. This claim comes from the assumption of “obvious navigation”. Obvious navigation consists in taking always the hyperlink or hotlink taking us closer to the desired page. This is the natural way users navigate on the Web. Note that in some cases this kind of navigation can be inefficient. See Figure 3.

If we took two hotlinks from an arbitrary path from the root to a leaf after running \text{simpleBFS}, one of the following four cases would hold: a) one hotlink is “inside” the other, or b) the two hotlinks are overlapped, or c) one hotlink starts exactly at the end of the other, or d) otherwise. These four cases are illustrated in Figure 4.

Observe that obvious navigation can be inefficient only in case b). Furthermore, the

\footnote{The levels of the tree are counted in increasing order starting from the root, such that the root is at the lowest level.}
Fig. 3. Illustration of "obvious navigation" assumption. Suppose that a user is at page $x$ and wishes to reach a page descendant of $w$. We assume that, as the user does not have a map of the site, the path $(x,z) + z \rightarrow w$ will be followed, even though path $x \rightarrow y + (y,w)$ would have been shorter. Therefore, obvious navigation is efficient only when $x \rightarrow y \geq z \rightarrow w$.

Fig. 4. Four possible scenarios of two hotlinks on a path, after executing algorithm simpleBFS. Each figure shows an arbitrary path from the root to a leaf. a) one hotlink is “inside” the other, b) the hotlinks are overlapped, c) one hotlink starts exactly at the end of the other, d) otherwise.
deepest hotlink will be wasted in this case and the source node will be unable to accommodate an efficient hotlink from it. Case b) never happens in algorithm greedyBFS. Therefore, under obvious navigation assumption, algorithm greedyBFS performs at least as well as algorithm simpleBFS.

2.3.1 Performance of Algorithm greedyBFS

Algorithm greedyBFS Evaluated on Random Web Sites
Algorithm greedyBFS is described in Section 2.3. We show the results of the simulations in Figure 5 and Table 2. We plot the average proportion of gain that can be attained by the algorithm. The average proportion of gain has a 95% confidence interval of at most ±1.27. Observe that the gain of the algorithm oscillates between narrow intervals, which indicates that the size of the tree does not greatly affect the performance.

![Graph showing % gain vs. number of pages in the web site](image_url)

Fig. 5. Gain on the access.com obtained by applying greedyBFS to randomly generated Web sites of size 1,000 to 17,000. The average proportion of gain has a 95% confidence interval of at most ±1.27.

Algorithm greedyBFS Evaluated on Real Web Sites
Algorithm greedyBFS is discussed in Section 2.3. The results of the simulations are displayed in Table 3 and depicted in Figure 6. The average number of nodes of the sample of Web sites is 9,669.2. Observe that the proportion of gain stabilizes after assigning less than 1,000 hotlinks, which is approximately 10% of the average number of Web pages.

2.3.2 Hotlink Assignments to the scs.carleton.ca Domain
We are able to use the scs.carleton.ca domain for testing, since we have access to both its hyperlink structure and its access logs, which contain information about the popularity of the Web pages.
Table 2. Proportion of gain on the access costs of randomly generated Web sites of 1,000 to 17,000 pages. The proportion of gain has a 95% confidence interval of at most ±1.27.

<table>
<thead>
<tr>
<th>size of Web site,</th>
<th>% of gain</th>
<th>standard deviation</th>
<th>95% confidence interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>1,000</td>
<td>24.85</td>
<td>2.46</td>
<td>0.85</td>
</tr>
<tr>
<td>2,000</td>
<td>26.34</td>
<td>3.16</td>
<td>1.10</td>
</tr>
<tr>
<td>3,000</td>
<td>25.30</td>
<td>3.21</td>
<td>1.11</td>
</tr>
<tr>
<td>4,000</td>
<td>25.77</td>
<td>3.67</td>
<td>1.27</td>
</tr>
<tr>
<td>5,000</td>
<td>25.35</td>
<td>2.18</td>
<td>0.75</td>
</tr>
<tr>
<td>6,000</td>
<td>25.23</td>
<td>2.45</td>
<td>0.85</td>
</tr>
<tr>
<td>7,000</td>
<td>26.86</td>
<td>1.94</td>
<td>0.67</td>
</tr>
<tr>
<td>8,000</td>
<td>25.76</td>
<td>2.31</td>
<td>0.80</td>
</tr>
<tr>
<td>9,000</td>
<td>25.71</td>
<td>3.10</td>
<td>1.07</td>
</tr>
<tr>
<td>10,000</td>
<td>26.88</td>
<td>3.40</td>
<td>1.18</td>
</tr>
<tr>
<td>11,000</td>
<td>24.70</td>
<td>2.38</td>
<td>0.83</td>
</tr>
<tr>
<td>12,000</td>
<td>25.82</td>
<td>3.61</td>
<td>1.25</td>
</tr>
<tr>
<td>13,000</td>
<td>25.70</td>
<td>2.86</td>
<td>1.00</td>
</tr>
<tr>
<td>14,000</td>
<td>26.57</td>
<td>2.59</td>
<td>0.90</td>
</tr>
<tr>
<td>15,000</td>
<td>25.89</td>
<td>2.52</td>
<td>0.87</td>
</tr>
<tr>
<td>16,000</td>
<td>27.04</td>
<td>2.90</td>
<td>1.00</td>
</tr>
<tr>
<td>17,000</td>
<td>26.96</td>
<td>2.49</td>
<td>0.86</td>
</tr>
</tbody>
</table>

Fig. 6. Average gain obtained by applying greedyBFS to actual Web sites. The x axis are plotted in logarithmic scale base 2. The average proportion of gain for each of the eleven Web sites has a 95% confidence interval of at most ±5.53. The proportion of gain decreases at some points due to the different assignments of Zipf’s distribution in each sample.
To test an algorithm, we convert the structure of the scs.carleton.ca domain into a directed graph \( G = (V, E) \), where each vertex \( v \in V \) represents a Web page, and every edge \((v, w) \in E\) represents a hyperlink going from \( v \) to \( w \). We then construct a tree \( T = (V, E') \) by performing breadth first search on \( G \) from the home page. We call this process link structure and it is described in Section 3.2.1.

We use the access log files of the domain to assign access probabilities to the pages. The log files used are over 57.2 MBytes in size and contain the access logs for 7 days, for a total of 602,879 file requests. The process that assigns popularities to the Web pages is called access probabilities and its description can be found in Section 3.2.1.

Figure 7 illustrates the gain obtained in the experiments. The scs.carleton.ca domain contains 798 pages. Observe that the maximum gain of greedyBFS and recursive is achieved at \( |H| = 53 \ll 798 \), which represents less than 10% of the number of pages in the site.

### 2.4 Algorithm approximateHotlinkAssignment

Algorithm approximateHotlinkAssignment was designed by Kranakis et al [12]. They prove the following upper bound on the access cost of a Web site, which is good for Web site trees of small outdegree \( \delta \):

\[
E[T] \leq \frac{\mathcal{H}(p)}{\log(\delta + 1)} - \left( \frac{\delta \log \delta}{\delta + 1} \right) + \frac{\delta + 1}{\delta},
\]

where \( \mathcal{H}(p) \) denotes the entropy of the probability distribution on the leaves.

Algorithm approximateHotlinkAssignment is a recursive algorithm that works as follows. Let \( T_c \) denote a tree rooted at page \( c \). In the first call to the algorithm, \( c \) is the home page. Recall that \( \delta \) is the maximum outdegree of the tree and \( p_c \) is the access probability of page \( c \). The algorithm partitions the original tree into subtrees and then proceeds recursively for each of these subtrees until it is not possible to add more hotlinks. The subtrees are:
1. The trees rooted at the children of \( c \) minus:

2. The tree rooted at a node whose weight is between \( \frac{p_0}{\delta+1} \) and \( \frac{\delta p_0}{\delta+1} \).

Algorithm approximateHotlinkAssignment is described next. The set of hotlinks, \( H \), is initially empty.

2.4.1 Performance of Algorithm approximateHotlinkAssignment

We present the results of comparing the performance of algorithms greedyBFS, described in Section 2.3, and approximateHotlinkAssignment, described in Section 2.4, with the theoretical lower bound on the access cost of a Web site, presented in [11]:

\[
E[T^H] \geq \frac{1}{\log(\delta + k)} \cdot \mathcal{H}(p) = \frac{1}{\log(\delta + k)} \cdot \sum_{i=1}^{m} p_i \log(1/p_i),
\]

where \( \mathcal{H}(p) \) is the Entropy of the probability distribution \( p \).

The performance is compared on randomly generated Web sites of size 10,000 with maximum outdegree 3 to 19. Figure 8 and Table 4 illustrate the results of the simulations. The average proportion of gain for greedyBFS, approximateHotlinkAssignment and the theoretical lower bound on the access cost of a Web site, have 95% confidence intervals of at most \( \pm 1.49, \pm 1.68, \) and \( \pm 0.29 \), respectively.

Fig. 7. Gain attained by greedyBFS, and recursive in the scs.ualberta.ca domain. For \(|H| < 53\) greedyBFS and recursive differ in performance. Observe that this behaviour is due to the different order on which each algorithm assigns the hotlinks; however, in the end they will always converge, as the latter is the recursive version of the former. Note that again the maximum gain is achieved with few hotlinks, as \( 53 \ll |V| = 798 \).
**Algorithm 5 approximateHotlinkAssignment( Tc )**

1. if c has grandchildren
2. find a page u, descendant of c such that \( \frac{p_c}{\delta + 1} \leq p_u \leq \frac{\delta p_c}{\delta + 1} \)
   (a) if no such descendant exists let u be the descendant leaf page of maximum p
   (b) if distance from c to u is ≥ 2
      i. \( H = H \cup (c, u) \)
   (c) else let u be the (any) grandchild of c of maximum p
      i. \( H = H \cup (c, u) \)
   (d) let v be the ancestor of u that is child of c
   (e) approximateHotlinkAssignment( Tc − Tu )
   (f) approximateHotlinkAssignment( Tu )
   (g) for every child w of c, except v
      i. approximateHotlinkAssignment( Tw )

---

**Fig. 8.** Comparison of greedyBFS with approximateHotlinkAssignment and the theoretical lower bound on the access cost of a Web site (from Eq. 11) when applied to random Web sites of size 10,000 and maximum outdegree from 3 to 19. The average proportion of gain for greedyBFS, approximateHotlinkAssignment and the upper bound have a 95% confidence interval of at most ±1.49, ±1.68, and ±0.29 respectively.
2.5 Algorithms k-greedyBFS and greedyBFS$^k$

This algorithm is a natural variation of greedyBFS. Again, the function next_in_BFS_order returns each of the nodes of the tree in breadth first search order, starting with the home page. Observe that the call k-greedyBFS($T, 1$) is equivalent to a call to greedyBFS($T$). We also have a recursive version of k-greedyBFS, which we call k-recursive. This recursive algorithm will help us to validate the correctness of the simulations.

**Algorithm 6 k-greedyBFS($T, k$)**

1. $H = \phi$

2. while( ( s = next_in_BFS_order ) $\neq \phi$ )

   (a) for $j = 1$ to $k$

   i. $t = v : v$ maximizes Eq. 3; and $v$ is a descendant of $s$; and $v$ does not have a hyperparent; and $v$ is not descendant of a node $x$, which is at a higher level than $s$ and already has a hyperparent

   ii. if $t \neq \phi$ then $H = H \cup \{(s, t)\}$

We present another multiple hotlinks algorithm called greedyBFS$^k$, which assigns at most $k$ hotlinks per page. This algorithm runs the algorithm k-greedyBFS($T, 1$) $k$ times but creates a new breadth first search tree between each iteration treating the hotlinks as regular hyperlinks.

2.5.1 Performance of Algorithms k-greedyBFS and greedyBFS$^k$

Algorithms k-greedyBFS and greedyBFS$^k$ Evaluated on Random Web Sites

Algorithms k-greedyBFS and greedyBFS$^k$ are described in Sections 2.5 and 2.5. The results of the simulations are depicted in Figure 9 and Table 5. Observe that for values of $k > 5$,

Observe that k-greedyBFS($T, 1$) is equivalent to greedyBFS($T$), since $k = 1$. 

---

Table 4. Comparison of the performance of greedyBFS with approximateHotlinkAssignment and the theoretical lower bound on the access cost of a Web site (from Eq. 11) when applied to random Web sites of size 10,000 and maximum outdegree from 3 to 19. The average proportion of gain for greedyBFS, approximateHotlinkAssignment and the upper bound have a 95% confidence interval of at most $\pm 1.49, \pm 1.68$, and $\pm 0.29$ respectively.

<table>
<thead>
<tr>
<th>maximum outdegree, $\delta$</th>
<th>% of gain with greedyBFS</th>
<th>% of gain with approximateHotlinkAssignment</th>
<th>optimal % of gain</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>84.83</td>
<td>89.88</td>
<td>97.86</td>
</tr>
<tr>
<td>5</td>
<td>81.14</td>
<td>81.87</td>
<td>95.35</td>
</tr>
<tr>
<td>7</td>
<td>78.05</td>
<td>76.04</td>
<td>94.17</td>
</tr>
<tr>
<td>9</td>
<td>77.07</td>
<td>73.47</td>
<td>93.91</td>
</tr>
<tr>
<td>11</td>
<td>75.69</td>
<td>69.91</td>
<td>93.32</td>
</tr>
<tr>
<td>13</td>
<td>74.96</td>
<td>67.08</td>
<td>93.04</td>
</tr>
<tr>
<td>15</td>
<td>73.49</td>
<td>64.81</td>
<td>92.95</td>
</tr>
<tr>
<td>17</td>
<td>72.98</td>
<td>64.16</td>
<td>92.85</td>
</tr>
<tr>
<td>19</td>
<td>73.89</td>
<td>62.41</td>
<td>92.71</td>
</tr>
</tbody>
</table>
Algorithm 7 greedyBFS$^k( T, k )$

1. for 1 to $k$
   
   (a) $T^H = k$-greedyBFS$( T, 1 )$

   (b) delete the arcs of $T^H$ that are not traversed in breadth first search starting from
   the home page. Call this tree $T$.

$\text{greedyBFS}^k$ outperforms $k$-greedyBFS.

Fig. 9 Performance of $k$-greedyBFS and $\text{greedyBFS}^k$. Observe how $\text{greedyBFS}^k$ outperforms $k$-greedyBFS when $k > 5$. The proportion of gains for $k$-greedyBFS and $\text{greedyBFS}^k$ have a 95% confidence interval of at most $\pm 0.91$ and $\pm 0.99$ respectively.

2.6 Algorithm weighted-greedyBFS

One factor that slows down Web performance is the inevitable downloading of information that does not interest users. This problem happens to anyone who surfs the Web searching for information. For example, suppose we are on page $v$ and want to get the information located in page $w$. Among the hyperlinks of $v$, however, there is no hyperlink $(v, w)$ that takes us directly to $w$. Inevitably, we have to “download” others pages until we find a page $x$ with the desired hyperlink $(x, w)$. Given a Web site, we want to find an assignment of hotlinks that minimizes the expected data transfer, i.e., the necessary amount of bytes to be downloaded to reach one of its pages.

The previous sections dealt with the problem of improving Web performance by optimizing the average number of steps required to reach the pages of a Web site. As a consequence of minimizing the number of steps, we certainly reduce the amount of irrelevant information that needs to be transferred, yet, that was not the aim. In this section we study the assignment
Table 5. Performance of k-greedyBFS and greedyBFS*. Observe how greedyBFS* outperforms k-greedyBFS when k > 5. The average proportion of gain for k-greedyBFS and greedyBFS* have a 95% confidence interval of at most ±0.91 and ±0.99 respectively.

<table>
<thead>
<tr>
<th>maximum hotlinks per page, k</th>
<th>% of gain with k-greedyBFS</th>
<th>95% confidence interval</th>
<th>% of gain with greedyBFS*</th>
<th>95% confidence interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>34.15</td>
<td>0.91</td>
<td>32.75</td>
<td>0.79</td>
</tr>
<tr>
<td>4</td>
<td>41.77</td>
<td>0.84</td>
<td>40.92</td>
<td>0.99</td>
</tr>
<tr>
<td>6</td>
<td>46.48</td>
<td>0.80</td>
<td>46.97</td>
<td>0.87</td>
</tr>
<tr>
<td>8</td>
<td>48.27</td>
<td>0.62</td>
<td>49.89</td>
<td>0.67</td>
</tr>
<tr>
<td>10</td>
<td>50.52</td>
<td>0.74</td>
<td>53.13</td>
<td>0.80</td>
</tr>
<tr>
<td>12</td>
<td>50.92</td>
<td>0.75</td>
<td>54.78</td>
<td>0.68</td>
</tr>
<tr>
<td>14</td>
<td>51.31</td>
<td>0.69</td>
<td>56.90</td>
<td>0.74</td>
</tr>
<tr>
<td>16</td>
<td>51.34</td>
<td>0.41</td>
<td>57.92</td>
<td>0.64</td>
</tr>
<tr>
<td>18</td>
<td>51.50</td>
<td>0.64</td>
<td>59.23</td>
<td>0.72</td>
</tr>
<tr>
<td>20</td>
<td>52.15</td>
<td>0.80</td>
<td>60.72</td>
<td>0.69</td>
</tr>
</tbody>
</table>

of hotlinks for optimizing the average data transfer. We restrict the problem to assigning at most one hotlink per node.

One is tempted to pursue a similar idea to that of [12] in order to find a balanced partitioning of the tree. Inevitably this will lead to a recursive algorithm like in [12]. However there are some difficulties to this approach. In this section we present a heuristic algorithm called weighted-greedyBFS.

Algorithm weighted-greedyBFS, described in Algorithm 8, operates in the same way as algorithm greedyBFS, presented in Section 2.3. The difference between these two algorithms is that the former attempts to maximize Eq. 4, whereas the latter attempts to maximize Eq. 3. Algorithm weighted-greedyBFS assigns hotlinks iteratively in breadth first search order beginning with the home page. Consider a hotlink \((s, t)\). In each iteration of the algorithm, \(s\) corresponds to the next node in breadth first search order, and \(t\) corresponds to the descendant of \(s\) that maximizes the gain, but that is not a descendant of a node \(x\), which is at a higher level than \(s\) and already has an incoming hotlink. See Figure 2. Recall that function next_in_BFS_order returns each node of the tree in breadth first search order, starting from the home page. The algorithm stops when no more hotlinks can be assigned. We will use a recursive version of weighted-greedyBFS called weighted-recursive for validating the correctness of the simulations.

Algorithm 8 weighted-greedyBFS( \(T\) )

1. \(H = \phi\)
2. while( ( s = next_in_BFS_order ) \(\neq \phi\) )
   (a) \(t = v : v\) maximizes Eq. 4; and \(v\) is a descendant of \(s\); and \(v\) does not have a hyperparent; and \(v\) is not a descendant of a node \(x\), which is at a higher level than \(s\) and already has a hyperparent.
   (b) if \(t \neq \phi\) then \(H = H \cup\{(s, t)\}\)
2.6.1 Performance of Algorithm weighted-greedyBFS

Algorithm weighted-greedyBFS Evaluated on Random Web Site Trees

The results of the simulations are plotted in Figure 10 and displayed in Table 6. We plot the average proportion of gain that can be attained by the algorithm. The average proportion of gain has a 95% confidence interval of at most ±2.27. Observe that the gain of the algorithm oscillates between narrow intervals, indicating that the size of the tree does not greatly affect the performance.

![Graph showing % gain vs size of the web site, |V|](image)

Fig. 10. Gain obtained by applying weighted-greedyBFS to randomly generated Web sites of size 1,000 to 15,000. The average proportion of gain has a 95% confidence interval of at most ±2.27.

<table>
<thead>
<tr>
<th>number of pages in Web site,</th>
<th>% of gain</th>
<th>standard deviation</th>
<th>95% confidence interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>1,000</td>
<td>12.71</td>
<td>6.34</td>
<td>2.27</td>
</tr>
<tr>
<td>5,000</td>
<td>13.76</td>
<td>5.12</td>
<td>1.78</td>
</tr>
<tr>
<td>7,000</td>
<td>13.21</td>
<td>4.03</td>
<td>1.40</td>
</tr>
<tr>
<td>9,000</td>
<td>13.75</td>
<td>5.37</td>
<td>1.86</td>
</tr>
<tr>
<td>11,000</td>
<td>11.10</td>
<td>3.51</td>
<td>1.22</td>
</tr>
<tr>
<td>13,000</td>
<td>11.86</td>
<td>4.06</td>
<td>1.41</td>
</tr>
<tr>
<td>15,000</td>
<td>12.30</td>
<td>3.81</td>
<td>1.32</td>
</tr>
</tbody>
</table>

Algorithm weighted-greedyBFS Evaluated on Real Web Sites

We show the results of the simulations in Figure 11 and Table 7. The average number of nodes in the sample of Web sites is 9,669.2. Observe that the proportion of gain stabilizes after assigning less than 500 hotlinks, which is roughly 10% of the average number of Web
Case Study

We are able to test our algorithms on the scs.carleton.ca domain because we have all the necessary information, i.e., the hyperlink structure, access logs, and file sizes.

The case study is conducted in the same way as described in Section 2.3.2. In this case, we need to associate real weights to the Web pages. The weight of a Web page is its own size plus the size of its embedded files (in bytes).

Figure 12 illustrates the proportion of gain obtained by the algorithm. The scs.carleton.ca domain contains 798 pages. Observe that the maximum gain of greedyBFS and recursive is achieved at \(|H| = 53 \ll 798\), which represents less than 10% of the number of pages in the site.

2.7 Validation of the Simulations

To validate the correctness of the simulations, we use the model validation techniques presented by Jain [40]. We evaluate both the correctness of the implementation of the algorithms and the generation of realistic Web sites.

Correctness of the Algorithms

In order to verify the correctness of the implementation of the algorithms, we check that the outcomes of the algorithm and their recursive implementations are exactly the same. With this test, we can be confident that the implementation of the algorithms is correct since it is unlikely that different (logical or syntactical) errors in the implementation of the
Table 7. Average proportion of gain over the access cost of eleven real Web sites when the total number of hotlinks is limited. The average proportion of gain for each of the eleven Web sites has a 95% confidence interval of at most ±7.40. The proportion of gain decreases at some points due to the different assignments of probabilities and file sizes in each sample.

<table>
<thead>
<tr>
<th>max total number of hotlinks,</th>
<th>% of gain</th>
<th>standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>21.36</td>
<td>8.40</td>
</tr>
<tr>
<td>2</td>
<td>21.42</td>
<td>9.33</td>
</tr>
<tr>
<td>4</td>
<td>23.88</td>
<td>11.26</td>
</tr>
<tr>
<td>8</td>
<td>24.92</td>
<td>11.04</td>
</tr>
<tr>
<td>16</td>
<td>25.23</td>
<td>9.85</td>
</tr>
<tr>
<td>32</td>
<td>26.21</td>
<td>11.14</td>
</tr>
<tr>
<td>64</td>
<td>28.01</td>
<td>12.17</td>
</tr>
<tr>
<td>128</td>
<td>28.55</td>
<td>12.30</td>
</tr>
<tr>
<td>256</td>
<td>28.97</td>
<td>11.24</td>
</tr>
<tr>
<td>512</td>
<td>30.10</td>
<td>13.54</td>
</tr>
<tr>
<td>1,024</td>
<td>29.35</td>
<td>12.75</td>
</tr>
<tr>
<td>2,048</td>
<td>28.53</td>
<td>11.93</td>
</tr>
<tr>
<td>4,096</td>
<td>29.25</td>
<td>11.88</td>
</tr>
<tr>
<td>8,192</td>
<td>29.28</td>
<td>13.57</td>
</tr>
<tr>
<td>16,384</td>
<td>29.45</td>
<td>13.40</td>
</tr>
</tbody>
</table>

Fig. 12. Gain attained by algorithm weighted-greedyBFS in the sas.carrleton.ca domain. The domain contains 798 pages and the maximum gain is attained at $|H| = 52$ hot links, which indicates that we can get good gain with just a “few” hot links.
algorithms produce the same results. Since algorithms $k$-greedyBFS and greedyBFS* are variations of algorithm greedyBFS, we can also be confident that these algorithms are correctly implemented.

**Correctness of the Generation of Random Web Sites**

According to our criteria, a random Web site has a realistic structure if the outdegree follows Eq. 8. Figure 13 plots the outdegree frequencies that characterize our random Web sites. To validate the correct assignment of access probabilities to the intermediate, i.e., non-leaf, pages, we verify that the access probability of the home page is 1, since each node's access probability is the sum of the probabilities of the leaves descendant to it.

![outdegree frequency](image)

**Fig. 13.** The correctness of the structure of the random Web sites is proven by comparing their outdegree frequencies with a power-law distribution (given by Eq 8) in a loglog scale.

**Correctness of the Generation of File Sizes**

To validate the correctness of the generation of file sizes, we plot the distribution of file sizes of the Web sites used in our simulations and verify that they follow the hybrid distribution discussed in Section 2.1.5. The distribution of file sizes used in the simulations is plotted in Figure 14.

### 3 The Hotlink Optimizer

In Section 2 we looked at the efficiency of the hotlink assignment algorithms and found that we can reduce the access cost of a Web site by as much as 35%. This result suggests that the development of a hotlink assignment tool would be useful. In this section we present the architecture and user interface for the Hotlink Optimizer (HotOpt), a powerful software tool that assists Web administrators and designers in restructuring their Web sites according to the needs of users. HotOpt is presented in [41] as well.
By analyzing the hyperlink structure of a Web site, and looking at the user’s patterns, HotOpt is able to suggest a set of hotlinks to be added to the Web site. This is a semi-automatic process in the sense that the hotlinks are found automatically, but they are not automatically added to the Web site. For the moment, we want to assist Web designers, not to replace them.

HotOpt can find a set of hotlinks, $H$, that reduces the access cost of the Web site. The inputs are the home page file and the access log files, and the output is the set of hotlinks $H$ along with $x$, the proportion of gain offered by $H$. Figure 15 depicts a macroscopic view of HotOpt.

3.1 The User Interface

HotOpt has a user interface that displays the tree-shaped hyperlink structure of the Web site (cf. Figure 16). The user has to provide the location of the home page and the access log files.

3.1.1 Initial Set Up

In order to run HotOpt, the Web administrator needs to have both the html source files and the log files in an explicit path on his or her system. It is important to remark that HotOpt will not delete or modify any existing file of the Web site nor delete any hyperlinks.

---

*Observe that from the home page we can perform breadth-first search on the Web site.*
3.1.2 Input
The user needs to provide the home page and the log files (top left corner of Figure 16). If no log files are available, HotOpt will use an arbitrary Zipf’s popularity distribution. Refer to Section 2.1.4 to see how Zipf’s distribution is used. The user may (optionally) specify the output file where the set of hotlinks is to be stored. The user can also limit the overall budget of hotlinks to be assigned, as well as the maximum number of hotlinks per page (top center part of Figure 16). The optimization process starts by pressing the “HotOpt” button located in the top right corner of the interface. See Figure 16.

3.1.3 Output
HotOpt takes the hyperlink structure of the Web site and transforms it into a tree. This tree is displayed in the main window of the user interface along with the hotlinks, as depicted in Figure 16. The hotlinks are easily identified by assigning a unique number to each of them. For example, in Figure 16, we can see that there is a hotlink going from \texttt{\~kranakis\index.htm} to \texttt{\~kranakis\513.html}, a second one going from \texttt{\~kranakis\teach.html} to \texttt{\~kranakis\523-refs.html}, and a third one from \texttt{\~kranakis\513.html} to \texttt{\~kranakis\513-projects00.html}. HotOpt displays the original access cost and the new cost, along with the proportion of gain (see the top right corner of Figure 16). The set of hotlinks are saved in the file specified by the user (cf. Figure 17).

3.2 Architecture
The tasks performed by HotOpt can be summarized as follows (cf. Figure 18). First, the Web site is transformed into a graph and then into a tree. Secondly, a probability distribution is assigned to the leaves of the tree. Finally, the optimization algorithm is applied.

3.2.1 Processes of HotOpt
HotOpt performs four basic processes.

1. Link structure (graph). Beginning at the home page file, build a directed graph $G = (V, E)$, where $V$ is the set of Web pages and $E$ is the set of hyperlinks between the Web
Fig. 16. User interface of HotOpt.

Fig. 17. Output of HotOpt.
2. **Link structure.** Construct a tree $T = (V, E')$ performing breadth first search on the graph $G$. The root of the tree is the node associated to the home page.

3. **Access probabilities.** Assign probabilities to the leaves of the tree by counting the number of times, according to the log files, that each leaf was requested.

4. **Optimization algorithm.** Find an assignment of hotlinks to $T$. Based on the simulations of Section 2, we conclude that the best hotlink assignment algorithm known so far is algorithm greedyBFS. This algorithm is implemented in HotOpt. Finally, output the set of hotlinks along with the proportion of gain that those hotlinks can achieve.

![Diagram](image)

**Fig. 18.** HotOpt performs four basic processes. Process **link structure** (graph) constructs a directed graph, where the nodes are Web pages and the edges are the hyperlinks that connect the pages. Process **link structure** builds a Web tree in breadth first search order with the home page as the root. Process **access probabilities** assigns probabilities to the leaves of the tree based on the access log files. Process **optimization algorithm** is crucial since it is responsible for applying the optimization algorithm.

We describe these four processes in detail.

**Link Structure**

In this section we explain the **link structure** process, which transforms a Web site into a tree.

Consider a Web site as a directed graph, where Web pages are nodes connected by hyperlinks. The transformation of a Web site into a graph is performed by the process called **link structure** (graph). It has been proven that some instances of the hotlink assignment problem are NP-hard (see [11]). Therefore, we approach the problem for trees. However, the tree
must be constructed without braking the semantic structure of the Web site, and keeping the shortest path from the home page to all the other pages of the site.

We construct a tree in breadth first search order so that the root is the node associated to the home page. The process is formally described in Algorithm 9. The algorithm receives as parameters a graph \( G = (V, E) \) and a distinct node \( r \) associated to the home page of the Web site. The output will be a breadth first search tree \( T = (V, E') \) rooted at node \( r \).

It is convenient to identify each node by the path and file name of the source file of the Web page, so that the hotlinks can be easily identified.

**Algorithm 9** websitetoBFStree( \( G = (V, E), r \) )

1. let \( q \) be an empty queue
2. \( E' = \emptyset \)
3. \( \forall v \in V \), mark \( v \) as not visited
4. mark \( r \) as visited
5. enqueue \( r \) in \( q \)
6. while \( q \) is not empty
    (a) \( u = \text{dequeue } q \)
    (b) for each edge \( (u, v) \in E : v \)
        i. enqueue \( v \) in \( q \)
        ii. mark \( v \) as visited
        iii. \( E' = E' \cup (u, v) \)
7. return \( T = (V, E'), r \)

Access Probabilities

In this section we describe the process of assigning a probability distribution to the leaf pages of the tree. The access probability of a Web page is determined by its popularity. We compute the popularity of a Web page by counting the number of times, according to the access logs of the Web site, that this page was visited by the users.

Consider the access log of a Web site (cf. Figure 19). Each entry in the access log contains information about one request: requester's IP address, time of request, file requested, protocol used, http code, and size of the file in bytes. Not all of the entries represent an actual hit to a page, since some represent the request for a file embedded in a page and others indicate an unsuccessful attempt to download a page, i.e., due to client or server errors. Therefore we need to filter the entries and extract only the actual hits to Web pages. We are interested on the entries with http code 200 or 304, i.e., “ok”, and “not modified” respectively since they are the only ones that indicate an actual access to the page. Refer to [42] for a complete description of the http 1.1 protocol and [43] for a complete description of log files. Algorithm extractHits, given in Algorithm 10, receives as inputs a tree \( T \) and a log file. After the execution of the
algorithm, each leaf of the tree will have a popularity associated to it, depending on the number of times the leaf was visited.

![Image](image-url)

Fig. 19. Example of an access log file of a Web site. The fields are as follows: requestor’s IP address, time of request, file requested, protocol used, http code, and size of the file in bytes.

**Algorithm 10** extractHits(T, logFile)

1. for each entry of logFile

2. if code= 200 or code= 304 and file requested is a leaf v of T

   (a) increment by 1 the number of hits to leaf v

Once algorithm `extractHits`, given in Algorithm 10, has been executed, we compute the access probability distribution of the leaf pages based on their popularity. Let \( a_l \) be the number of times that leaf page \( l \) was requested, and let \( A = \sum_l a_l \), be the total number of times all the leaves were requested. The access probability of leaf \( l \) is defined by \( p_l = \frac{a_l}{A} \).

After the access probability distribution has been computed, we need to assign weights to the internal nodes of the tree in a bottom-up fashion, such that the weight of page \( v \), denoted as \( \rho_v \), is the sum of the probabilities of the leaves that are descendants of \( v \). Observe that for the home page \( r \), \( \rho_r = 1 \).
Optimization Algorithm

This process runs the hotlink assignment algorithm. Among the algorithms tested, algorithm `greedyBFS` performed best. This algorithm is described in Section 2.3. Algorithm `greedyBFS` is the optimization algorithm implemented in HotOpt.

3.2.2 Modular Structure

Figure 20 illustrates the main structure of HotOpt. The `tree constructor` module takes the home page and the access log files as input. It is responsible for running link structure (graph), link structure, and access probabilities processes. These processes are depicted in Figure 18. The `tree constructor` module outputs a Web site tree, $T = (V, E)$ with a probability distribution $p$ over its leaves.

The `optimization algorithm` sub-module applies the best hotlink assignment algorithm depending on the characteristics of the tree $T$. Such characteristics are extracted by the sub-module `tree characterizer`. Currently, HotOpt applies the algorithm `greedyBFS` to any Web site, regardless of its characteristics, as we have not finished determining which characteristics are significant. Moreover, algorithm `greedyBFS` has proven to be the best in all situations we have examined so far. See Section 2.3.1 to see the performance of algorithm `greedyBFS`. The final outputs are the set of hotlinks $H$ and the proportion of gain, $x\%$, offered by $H$.

![Diagram of HotOpt](image)

**Fig. 20. Main structure of HotOpt.**

4 Conclusions and Extensions

In this paper we studied the assignment of hotlinks for improving the access cost of Web sites. Two measures were used to determine the access cost of a Web site, namely, the expected number of steps and the expected data transfer. We presented hotlink assignment algorithms for arbitrary Web sites. These algorithms were tested using simulations on random and real Web sites. We found that the expected number of steps in a Web site can be reduced by at least 24% and as much as 35%, whereas the data transfer can be reduced by at least 11% and as much as 30%. These results, however, are theoretical because it is assumed that users would use the hotlinks to navigate on the Web site. It would be interesting to see to what extent users actually use the hotlinks to determine what is the actual gain of the algorithms.
Extensions to this work include the design of new hotlink assignment algorithms, especially for the case of multiple hotlinks per page, where many possible heuristics arise. We developed the Hotlink Optimizer (HotOpt), a software tool that assists Web designers to assign efficient hotlinks to a Web site. HotOpt has a friendly user interface and is able to display a tree visualization of the Web site including the suggested hotlinks. HotOpt implements our best hotlink assignment algorithm, but HotOpt can be upgraded if a better algorithm is found.
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