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1 Motivation and Applications

In recent years the demand on Geographical Informa-
tion System (GIS) technology from application areas
has sharply increased. In particular, with the EOS
(Earth Observation System), terabytes of spatial infor-
mation will be collected daily. The increase in speed in
sequential computing cannot keep up with the demand
placed by many systems handling spatial data. There-
fore a need for parallel computing in this area is widely
recognized.

Raster processing, such as neighbourhood model-
ing or computing complex visibility information is, in
many cases, a time consuming task. At a processing
rate of 1000 cells/sec., processing a large raster of size
6000x6000 cells takes 10 hours. The problem becomes
more acute when cellular automata modeling is consid-
ered. The time to process even a small number of gen-
erations, say 200, on a 6000x6000 cell raster takes over
83 days. Related problems include spatial feature ex-
tractions where “numerous investigators report lengthy
computation time” [9]. Many users who execute such
time intensive or time sensitive tasks are forced to ei-
ther reduce the raster size, possibly sacrificing resolu-
tion and accuracy, or choose a simpler model which may
sacrifice strength, scope and validity. Raster process-
ing/modeling operations are employed in many applica-
tion areas such as remote sensing, urban planning, and
simulating biological/ medical/hydrological processes.

We are in the third year of a project funded in part
by industry and the Canadian Government (NSERC)
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to develop a parallel GIS. The funding for the project
is approximately $4,000,000 (CAN). Here, we describe
our first major milestone, the design and features of
a parallel system for NEighbourhood MOdeling (called
NEMO) of raster data. The mandate of our system
is to provide users with a fast engine for processing a
variety of time-consuming tasks for raster based data.
The system is designed to be platform independent and
is currently implemented on the AVX series II parallel
computer manufactured by Alex Informatique, a Cana-
dian supercomputer manufacturer.

The Alex AVX Series II computer running under the
Trollius operating system, is a flexible distributed mem-
ory MIMD parallel machine which can be reconfigured
into a variety of standard and non-standard topologies.
The AVX has 64 standard nodes and several entry (ex-
ternal access) nodes. A standard node consists of two
processors, one Intel i860 (used for computations) with
between 32 and 64MB of DRAM, and one Inmos T805
transputer (used primarily for communication) with be-
tween 8 and 16MB of DRAM.

2 System Overview
2.1 Design Issues

While parallel computers are becoming widely available,
the development and implementation of (complex) al-
gorithmic techniques to exploit the features of parallel
architectures is very challenging.

Faust et. al. [6] state that “the real issues in comput-
ing in the next decade involve innovations that will al-
low relatively unsophisticated users to access the power
of the computer hardware, without having to become ex-
perts in programming and computer operating systems.
The tools for GIS .... should become easier to use ...
and at the same time be able to take advantage of the
new advances in hardware and software technology.”



This motivates our primary design principle of
Transparent Parallelism. In general, parallelism can
lead to many problems pertaining to timing, communi-
cation, synchronization, load balancing etc.. Transpar-
ent parallelism relieves the user of the burden of these
parallel aspects of a model or application. NEMO pro-
vides transparent parallelism to allow the user to de-
velop parallel spatial data processing applications in an
environment which is free from these parallel issues. As
a result, NEMO addresses the following parallel issues:

e Architecture and Machine Independence -
ensuring that NEMO and thus user applications
are easily portable and that it configures itself to
the parallel environment in the best possible way.

e Communication Bottlenecks - avoiding inter-
processor communication bottlenecks; especially,
I/O communication between the parallel machine
and the host. Our AVX systems have a consid-
erable amount of internal memory and thus files
can often be stored in the machines for subsequent
parallel applications.

e Data Visualization - since NEMO operates on
a distributed memory MIMD machine data visu-
alization and display is not only an I/O issue, but
also a display synchronization issue.

e Causality Errors - one of the major issues in
parallel simulation [7]; especially noticeable when
intermediate results are displayed. Due to asyn-
chronous processing the display of intermediate re-
sults could mislead users temporarily until all data
are processed.

e Load Balancing - minimizing the amount of
processor idle time. Several data partitioning
schemes have been designed, implemented and

compared.

e Data Coherence - ensuring that data is con-
sistent during simultaneous read and write opera-
tions.

NEMO is capable of processing three types of time
consuming raster neighbourhood models (described in
Section 2.2): Cellular Automata, Propagation, and
Neighbourhood Analysis. NEMO is not tailored to any
specific application. Rather, it is designed to sup-
port applications falling under the umbrella of the
above raster neighbourhood modeling families. NEMO
achieves this flexibility by having five components:
three application drivers (Section 2.2), namely, Cellu-
lar Automata Driver, Propagation Driver and Neigh-
bourhood Analysis Driver components, and two client-
server components (Section 2.3), namely, Display Man-
ager and Raster Database Manager (see Figure 1).
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Figure 1: NEMO system overview.

2.2 Application Drivers

Raster neighbourhood modeling is performed on raster
images: A neighbourhood modeling function (such as
smoothing) traverses all cells of a raster and performs
a local calculation based on attributes stored in the cell
and its local neighbouring cells. Although the three
application drivers differ in functionality, the princi-
ples under which they operate are similar. The drivers
accept as input: one or more raster images, a user-
defined neighbourhood function, and a local neighbour-
hood definition. The application drivers, using the
client-server components, load the data into the parallel
computer (tiling it as necessary), activate a user neigh-
bourhood function on each cell of the raster, output
the results to the database and if necessary display the
resulting data. The main difference between the three
drivers is the order in which the cells are processed. The
Cellular Automata and Neighbourhood Analysis drivers
process the cells in an arbitrary order whereas the Prop-
agation driver processes the cells in a user-specified or-
der (defined at run time).

The following notation is used. Let g; ; be a cell in
an n X m grid corresponding to the location of a point
in a geographic terrain (each cell stores one or more
attributes, e.g., urban, rural). Cell g; ; may be time
variant (denoted by g; j(t) for time ¢). We define the
neighbourhood N(g; ;) of a cell g; ; to be a set of cells
in the raster associated with g; ;. Typically, N(g; ;)
includes all of the cells which are within a specified dis-
tance from g; ;.

Cellular Automata Driver (CD) - Cellular au-
tomata were introduced by Codd [5] (made famous
through Conway’s “Game of Life” [8]) as an elegant
mathematical model for a class of processes operating



in discrete time and discrete space. Tobler [14] intro-
duces the notion of cellular geography in which he clas-
sifies different cellular automata models covering a wide
range of applications and generalizations.

GIS modeling/simulation using cellular automata
has been described for forest fires [2], forest infestation
[10], and earthquakes [1]. Itami [11] has studied cellular
automata for residential site selection (using Tomlin’s
Map Analysis package). Brinch Hansen [3] describes
a model program for parallel execution of cellular au-
tomata adapted to a (very simple) forest fire.

The CD is intended for general cellular automata
GIS applications. It processes a generation by apply-
ing a neighbourhood function F' to the whole raster at
time ¢. It iterates this processing for the desired number
of generations. It supports all of the models proposed
by Tobler [14]; two of which are the historic and mul-
tivariate models. For the historic model, the function
applied to each cell operates on the local neighbourhood
N(g;,;(t)) of cell g; ; at time ¢ as well as the values that
cell g; ; took during the last k generations. This model
is based only on local information but also takes into ac-
count the history of the cell. In the multivariate model,
the values that a cell may take depend upon several at-
tributes present at the cell at time ¢.

Propagation Driver (PD) - In contrast to the CD
which operates on the whole image at each generation,
the PD is designed to process applications which op-
erate on the active border principle in which only a
subset of cells need be processed at a given time. For
example, in a forest fire only the areas near the fire
front (i.e., the active border) are of interest and must
be processed. All other areas do not require processing
at this moment. In the propagation model, instead of
modifying the attributes of the center cell (g; ;) in the
local neighbourhood (as in the CD), the center cell (g; ;)
in the PD may affect the attributes of its neighbours.
Propagation modeling can be viewed as a special case of
cellular automata. However, since only a portion of the
raster is active at any given time (the active border), it
is more eflicient, e.g., in producing cost surfaces or in
calculating propagation functions such as noise propa-
gation [13].

Neighbourhood Analysis Driver (ND) - The ND
provides a framework for executing one, or a series of
distinct, single pass neighbourhood functions on input
rasters. Three general families of neighbourhood opera-
tions are identified in the ND design, differing primarily
in the amount of intra-raster communication required:

e Point-wise operations - cell by cell combination of
rasters (e.g. map overlay) requires no communica-
tion between processors.

e Local neighbourhood operations - transformation
of each cell according to some function of its neigh-
boring cells’ values requires limited communica-
tion, typically between neighbouring processors
(e.g. image processing operations such as noise
reduction and edge enhancement).

e Global operations - computations involving an ar-
bitrary number of cells of a raster require extensive
communication of data. Examples include calcula-
tion of aggregate statistics for a raster (e.g. colour
histogram).

The global operations provide the most interesting
challenges to transparent parallelism. We are currently
exploring possible augmentation of our model by exam-
ining the operations proposed by Tomlin’s Map Algebra
cartographic language [15].

2.3 Client-Server Components

NEMO contains two client-server components: Display
Manager and Raster Database Manager. These com-
ponents take care of I/O communication aspects be-
tween the host computer and the internal nodes. To
retrieve/output data or to display a raster, each node
operates, as though it was a sequential machine and not
a node in a parallel environment. Each component has
two subcomponents: a communication component al-
lowing the parallel nodes to transparently interact with
the host and a set of library functions executing the re-
quests issued by the nodes.

Display Manager (DM) - The DM controls all the
aspects of displaying raster images and application re-
sults. It provides a flexible environment for data display
while freeing the user from having to handle any of the
issues that relate to data display (e.g., scaling, clip-
ping and geo-referencing). It provides dynamic viewing
of application data by allowing continuous updating of
raster images on the screen. The DM also provides a
synchronization mechanism so that cellular automata
applications can properly gather data from all nodes
and display whole generations at a time. A typical ap-
plication requires a large amount of data to be displayed
from the nodes. The DM provides re-sampling (clipping
and zooming) on each node in order to reduce the load
on the system due to out-of-range data attempting to
be displayed.

Raster Database Manager (RDM) - The RDM
manages the raster database by servicing all I/O re-
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Figure 2: Timing results for a Neighbourhood Analysis
application.

quests. The RDM provides a client server environment
where the nodes are the clients and the RDM is the
server (it controls and manipulates a central database
which is stored on the host system on one or more
disks). The nature of NEMO has allowed us to choose
a “shared external memory” model over “distributed
memory model” in order to avoid data and cache co-
herence problems and to avoid common deadlocks.

The RDM provides a flexible data access scheme. It
permits applications to access the data logically without
having to handle the physical representation. The RDM
provides the following functionality: Logical Tiling -
applications can define the tile size that they wish to
access; Tile Locking - allows applications to lock and
unlock tiles; Hardware Independence - supports ap-
plications on different hardware; Data Compression
- provides several compression schemes; Data Repre-
sentations - allows applications to request the data in
several representations (e.g. run-length or linear quad
tree).

3 Current Status

The design and requirement specification phase of
NEMO is complete. All documents and a prototype
implementation have been delivered to our industrial
partner who will look after commercialization. We have
also developed a simulator for the AVX [12].

An image processing demonstration application has
been constructed using the ND, and is running on both
the AVX and a network of workstations. Figure 2 shows
relative timings for various numbers of processors on the
AVX executing a combination of image processing op-
erations.

Further parallel GIS applications are being devel-
oped either for NEMO or as a stand-alone system. A
parallel GIS application realistically modeling the emis-
sion of gases effecting the ozone layer in southern On-
tario has successfully been completed. The speed-up
over the sequential program is dramatic. In addition,
forest fire modeling [4] and ice-tracking applications are
being developed. We have received substantial funding
to enter phase 2 of our R&D: the design and develop-
ment of a prototype implementation of a vector-based
GIS. (We are also investigating the design and develop-
ment of a Parallel Spatial Modeling (integrated) Envi-
ronment (PSME)).
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