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= Notation/background

Neural networks
Activation functions
Vectorization

Cost functions

= Introduction
= Algorithm Overview

= Four fundamental equations
| Definitions (all 4) and proofs (1 and 2)

= Example from thesis related work
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layer 1 layer 2 layer 3

'u..*’jk is the weight from the &*" neuron

1

in the (I —1)** layer to the j*" neuron
in the [*" layer
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= a — Activation of a
neuron is related to
the activations in
the previous layer

= b - bias of a neuron

layer 1 layer 2 layer 3
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= Similar to an ON/

OFF switch N -
= Required properties

| Nonlinear
| Continuously 0.5-

differentiable /

S % 2 2 2 4 ¢
1 d
flz) = — f(z) = flz)(1— f(z))
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= Represent each
layer as a vector
| Simplifies notation
| Leads to faster
computation by
exploiting vector math
= Z — weighted input
vector

Vectorization

-—cr(Zwkal 1+bl)

— o(w'a’! +b")
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= Objective Function = Example:
= Optimization

1
Problem = z) — a(z)]?
oblem C = g 2 (@) — a*(@)]
= Assumptions
| Can average over C, c=1%y c,
| Function of the .
outputs C =Cl(a”)

= X — individual training 1

i , . 1
examples (fixed) C=3ly- a||* = 5 Y (yj —ak)?
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= Backpropagation

Backward propagation of errors
Calculate gradients

One way to train neural networks

= Gradient Descent

Optimization method

Finds a local minimum

Takes steps proportional to -gradient at current point
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1. Input a set of training examples

2. For each training example :: Set the corresponding inpnt

activation e, and perform the following steps:

v Feedforward: Foreachl! = 2.4,..., L compnte

b ]

=4 _ wla®! 1 + b and a®! — o(z%1)

)"

o Qutput error 45L: Compute the vector

§2k _V,C. & o' (25L).

£

v Backpropagate the error: For each
|- L—-1L-2,...,2compute

gol = ((.'.”14»1)2'(;1.(-1) o C""(Zl"'\‘l.

4. Gradient descent: Foreach! — L, L — 1....,2 update the
weights according to the mlew! — anf — 7 57 4=l (p= 1)1,

and the biases according to the rule b' — &' — L) 4§24, 9

T
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= Definition of error: 5 _ 9¢

An equation for the error in the output layer, 6%: The

components of §% are given by

oC
J
L = V,.C o o'(2h). (BP1la)
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An equation for the error §' in terms of the error in the

next layer, §+1: In particular

51 _ ((,wl+1)T51+1) ® O'I(Zl), (BPZ)

= Key difference
| Transpose of weight matrix

= Pushes error backwards

11
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An equation for the rate of change of the cost with respect

to any bias in the network: In particular:

oCc
J

= Note that previous equations computed error

12
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An equation for the rate of change of the cost with respect

to any weight in the network: In particular:

aC __

Ow

oC

. I-1¢
OO (BP4)

= Describes learning rate

= General insights

Slow learning when:

Input activation approaches O

Output activation approaches 0 or 1 (from derivative of sigmoid)

13
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= Steps 5 oC
0 =
1. Definition of error J 9L
2. Chain rule g .
3. k=j _ Z oC Oa
L o.L
4. BP1 (components) . 0ay 0z;
oC BaJL
- dal zL
i %7
oC
= ——o'(2F)
Baf J
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= Steps 5t = ng
1. Definition of error I
. aC 9z!
2. Chain rule — Z
. s 8zt 82!
3. Substitute definition o 41 J
of error _ Z "«kl 51+,
4. Derivative of k9%
weighted input vector 9z, _ o)
5. BP2 (components) 9z S
u Reca": (5§ _ ngldiﬂa'(#)

I+1 1 I+1 1+l (] I+1
Zu + b Zu/kj o(zj)+bk
J
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Example — Thesis Related Work

Algorithm 1 Lcaming Transk

inpul Tramning set S =

=
vk’

I,

O - -
~ | [or each entity ¢ C

E

Staten +sample(S, b) // samplc a minibatch of size &

Typaier. < W // initialize the set of pairs of triplets

£, 1)3 /! sample a corrupted triplet
T(',ul.d'.‘ «— Tbalch U {(.(n_' g" t), (h', :f', I’):}

((r..0).0

1: initialize € +— uniform( AR
2: £+ £/ || €] foreach f
3: e < uniform{ -
vV K
4: loop
5: e+ e/ |e forcachentitye e &
6:
7.
8:  for (h,€,f) & Spuen do
9: (h'. £, 1) o—samplc(b‘ .
10:
[1:  end for
12:  Update emheddings w.r.t.
13: end loop

2

fu? &, )}

'Cle tch

+dh—£.1)

{(k. £, l)} entities and rel. sets £ and L, margin -y, embeddings dun. k.

—d(h' + €,t")] _
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