Abstract

These notes extensively use material from course notes of Lars Arge, David Mount, COMP 2805/3803 Notes of myself and Michiel Smid [10], CLRS book [3], Knuth’s Art of Computer Programming [8], Kleinberg and Tardos Algorithms book [7], Ullman et al’s book on Algorithms for Massive Data Sets [13]. They are updated occasionally. I have used part of this material for graduate course COMP 5703 on Algorithms at Carleton. The aim of these notes is to summarize the discussion in course lectures, and are not designed as stand alone chapters or a comprehensive coverage of a topic. The exercises are from numerous sources and most of them have been asked in either an exam or an assignment!
3.4.2 Heavy edges and MST Verification ........................................ 38
3.4.3 Randomized Algorithm .................................................. 39
3.5 Exercises ................................................................. 40

4 Network Flow 43
4.1 What is a Flow Network .................................................... 43
4.2 Ford and Fulkerson’s Algorithm .......................................... 44
4.3 Edmonds-Karp Algorithm .................................................. 49
4.4 Applications of Network Flow ............................................. 50
4.5 Exercises ................................................................. 50

5 Separators in a Planar Graph 51
5.1 Preliminaries ............................................................... 51
5.2 Proof of the Planar Separator Theorem ................................. 52
5.3 Exercises ................................................................. 56

6 Lowest Common Ancestor 58
6.1 LCA → RMQ .............................................................. 58
6.2 Range Minima Queries ................................................... 59
   6.2.1 A naive $O(n^2)$ algorithm .................................... 59
   6.2.2 An $O(n \log n)$ algorithm ................................... 59
   6.2.3 An $O(n)$ algorithm with $\pm 1$ property .................... 60
6.3 RMQ → LCA ............................................................. 61
6.4 Summary ................................................................. 61

7 Locality Sensitive Hashing 62
7.1 Similarity preserving summaries of sets ............................... 63
7.2 LSH for Minhash Signatures ............................................. 64
7.3 Theory of Locality Sensitive Functions ................................. 66
7.4 LSH Families ............................................................. 67
   7.4.1 Hamming Distance ............................................. 67
   7.4.2 Euclidean Distance ............................................ 68
   7.4.3 Fingerprint Matching .......................................... 69
7.5 Problems ................................................................. 69

8 Dimensionality Reduction - Under Construction 71
8.1 Johnson and Lindenstrauss Theorem .................................... 71
8.2 Applications ............................................................. 74
   8.2.1 Sort of the Plan ............................................... 74
8.3 Problems ................................................................. 75

9 Complexity Theory 76
9.1 The running time of algorithms ........................................ 76
9.2 The complexity class $P$ .................................................. 77
   9.2.1 Some examples ................................................. 78
9.3 The complexity class $NP$ ................................................ 81
9.3.1 P is contained in NP ........................................ 84
9.3.2 Deciding NP-languages in exponential time ................. 84
9.3.3 Summary ........................................ 86

9.4 Non-deterministic algorithms ................................... 86

9.5 NP-complete languages ....................................... 88
9.5.1 Two examples of reductions ................................. 89
9.5.2 Definition of NP-completeness ............................. 93
9.5.3 An NP-complete domino game .............................. 94
9.5.4 Examples of NP-complete languages ....................... 99

9.6 Exercises ....................................... 105

10 Extra Problems ........................................ 108
Chapter 1

General Stuff and Asymptotics

1.1 Introduction

• Class is about designing and analyzing algorithms

  - Algorithm:
    * Mis-spelled logarithm!.
    * The first most popular algorithm is the Euclid’s algorithm for computing GCD of two numbers.
    * A well-defined procedure that transfers an input to an output.
    * Not a program (but often specified like it): An algorithm can often be implemented in several ways.
    * Knuth’s, Art of Computer Programming, vol.1, is a good resource on the history of algorithms!. He says that an algorithm is a finite set of rules that gives a sequence of operations for solving a specific type of problem. Algorithm has five important features:
      Finiteness: must terminate after finite number of steps.
      Definiteness: each step is precisely described.
      Input: algorithm has zero or more inputs.
      Output: has at least one output!.
      Effectiveness: Each operation should be sufficiently basic such that they can be done in finite amount of time using pencil and paper.

  - Design: The focus of this course is on how to design good algorithms and how to analyze their efficiency. We will study methods/ideas/tricks for developing fast and efficient algorithms.

  - Analysis: Abstract/mathematical comparison of algorithms (without actually implementing, prototyping and testing them).

• This course will require proving the correctness of algorithms and analyzing the algorithms. Therefore MATH is the main tool. Math is needed in three ways:

  - Formal specification of problem
  - Analysis of correctness
– Analysis of efficiency (time, memory use,...)

Revise mathematical induction, what is a proof?, logarithms, sum of series, elementary number theory, permutations, factorials, binomial coefficients, harmonic numbers, Fibonacci numbers and generating functions [Knuth vol 1. or his book Concrete Mathematics is an excellent resource].

• Hopefully the course will show that algorithms matter!

1.2 Model of Computation

• Predict the resources used by the algorithm: running time and the space.

• To analyze the running time we need mathematical model of a computer:

Random-access machine (RAM) model:

– Memory consists of an infinite array of cells.
– Each cell can store at most one data item (bit, byte, a record, ..).
– Any memory cell can be accessed in unit time.
– Instructions are executed sequentially
– All basic instructions take unit time:
  * Load/Store
  * Arithmetic’s (e.g. +, -, *, /)
  * Logic (e.g. >)

• Running time of an algorithm is the number of RAM instructions it executes.

• RAM model is not realistic, e.g.
  – memory is finite (even though we often imagine it to be infinite when we program)
  – not all memory accesses take the same time (cache, main memory, disk)
  – not all arithmetic operations take the same time (e.g. multiplications are expensive)
  – instruction pipelining
  – other processes

• But RAM model often is enough to give relatively realistic results (if we don’t cheat too much).

1.3 Asymptotics

We do not want to compute a detailed expression of the run time of the algorithm, but rather will like to get a feel of what it is like? We will like to see the trend - i.e. how does it increase when the size of the input is increased - is it linear in the size of the input? or quadratic? or exponential?
or who knows? The asymptotics essentially capture the rate of growth of the underlying functions describing the run-time. Asymptotic analysis assumes that the input size is large (since we are interested how the running time increases when the problem size grows) and ignores the constant factors (which are usually dependent on the hardware, programming smartness or tricks, compile-time-optimizations).

David Mount suggests the following simple definitions based on limits for functions describing the running time of algorithms. We will describe the formal definitions from [3] later.

Let \( f(n) \) and \( g(n) \) be two positive functions of \( n \). What does it mean when we say that both \( f \) and \( g \) grow at roughly the same rate for large \( n \) (ignoring the constant factors), i.e.

\[
\lim_{n \to \infty} \frac{f(n)}{g(n)} = c,
\]

where \( c \) is a constant and is neither 0 or \( \infty \). We say that \( f(n) \in \Theta(g(n)) \), i.e. they are asymptotically equivalent. What about \( f(n) \) does not grow significantly faster than \( g(n) \) or grows significantly faster? Here is the table of definitions from David Mount.

<table>
<thead>
<tr>
<th>Asymptotic Form</th>
<th>Relationship</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f(n) \in \Theta(g(n)) )</td>
<td>( f(n) \equiv g(n) )</td>
<td>( 0 &lt; \lim_{n \to \infty} \frac{f(n)}{g(n)} &lt; \infty )</td>
</tr>
<tr>
<td>( f(n) \in O(g(n)) )</td>
<td>( f(n) \leq g(n) )</td>
<td>( 0 \leq \lim_{n \to \infty} \frac{f(n)}{g(n)} &lt; \infty )</td>
</tr>
<tr>
<td>( f(n) \in \Omega(g(n)) )</td>
<td>( f(n) \geq g(n) )</td>
<td>( 0 &lt; \lim_{n \to \infty} \frac{f(n)}{g(n)} )</td>
</tr>
<tr>
<td>( f(n) \in o(g(n)) )</td>
<td>( f(n) &lt; g(n) )</td>
<td>( \lim_{n \to \infty} \frac{f(n)}{g(n)} = 0 )</td>
</tr>
<tr>
<td>( f(n) \in \omega(g(n)) )</td>
<td>( f(n) &gt; g(n) )</td>
<td>( \lim_{n \to \infty} \frac{f(n)}{g(n)} = \infty )</td>
</tr>
</tbody>
</table>

Example: \( T(n) = \sum_{x=1}^{n} x^2 \in \Theta(n^3) \). Why?

\[
\lim_{n \to \infty} \frac{T(n)}{n^3} = \lim_{n \to \infty} \frac{(n^3 + 3n^2 + 2n)/6}{n^3} = 1/6,
\]

and \( 0 < 1/6 < \infty \).
Just for fun show that \( T(n) \in O(n^4) \) or \( T(n) = n^3/3 + O(n^2) \).

1.3.1 \( O \)-notation

\( O(g(n)) = \{ f(n) : \exists c, n_0 > 0 \text{ such that } f(n) \leq cg(n) \forall n \geq n_0 \} \)

- \( O(\cdot) \) is used to asymptotically upper bound a function.
- \( O(\cdot) \) is used to bound worst-case running time.
• Examples:
  – \(1/3n^2 - 3n \in O(n^2)\) because \(1/3n^2 - 3n \leq cn^2\) if \(c \geq 1/3 - 3/n\) which holds for \(c = 1/3\) and \(n > 1\).
  – Let \(p(n) = \sum_{i=0}^{d} a_in^i\) be a polynomial of degree \(d\) and assume that \(a_d > 0\). Then \(p(n) \in O(n^k)\), where \(k \geq d\) is a constant. What are \(c\) and \(n_0\) for this?

• Note:
  – When we say “the running time is \(O(n^2)\)”, we mean that the worst-case running time is \(O(n^2)\) — best case might be better.
  – We often abuse the notation:
    * We write \(f(n) = O(g(n))\) instead of \(f(n) \in O(g(n))\)!
    * We often use \(O(n)\) in equations: e.g. \(2n^2 + 3n + 1 = 2n^2 + O(n)\) (meaning that \(2n^2 + 3n + 1 = 2n^2 + f(n)\) where \(f(n)\) is some function in \(O(n)\)).
    * We use \(O(1)\) to denote a constant.

### 1.3.2 \(\Omega\)-notation (big-Omega)

\[
\Omega(g(n)) = \{ f(n) : \exists c, n_0 > 0 \text{ such that } cg(n) \leq f(n) \forall n \geq n_0 \}
\]

• \(\Omega(\cdot)\) is used to asymptotically lower bound a function.
Examples:

- \( \frac{1}{3}n^2 - 3n = \Omega(n^2) \) because \( \frac{1}{3}n^2 - 3n \geq cn^2 \) if \( c \leq \frac{1}{3} - \frac{3}{n} \) which is true if \( c = \frac{1}{6} \)
  and \( n > 18 \).

- Let \( p(n) = \sum_{i=0}^{d} a_i n^i \) be a polynomial of degree \( d \) and assume that \( a_d > 0 \). Then \( p(n) \in \Omega(n^k) \), where \( k \leq d \) is a constant. What are \( c \) and \( n_0 \) for this?

- Prove or disprove: \( g(n) = \Omega(f(n)) \) if and only if \( f(n) = O(g(n)) \).

Note:

- When we say “the running time is \( \Omega(n^2) \)”, we mean that the best case running time is \( \Omega(n^2) \) — the worst case might be worse.

1.3.3 \( \Theta \)-notation (Big-Theta)

\[
\Theta(g(n)) = \{ f(n) : \exists c_1, c_2, n_0 > 0 \text{ such that } c_1 g(n) \leq f(n) \leq c_2 g(n) \ \forall n \geq n_0 \}
\]

- \( \Theta(\cdot) \) is used to asymptotically tight bound a function.
\[ f(n) = \Theta(g(n)) \text{ if and only if } f(n) = O(g(n)) \text{ and } f(n) = \Omega(g(n)) \]

- Examples:
  - \(6n \log n + \sqrt{n} \log^2 n = \Theta(n \log n)\):
    * We need to find \(n_0, c_1, c_2\) such that \(c_1 n \log n \leq 6n \log n + \sqrt{n} \log^2 n \leq c_2 n \log n\) for \(n > n_0\). \(c_1 \log n \leq 6n \log n + \sqrt{n} \log^2 n \Rightarrow c_1 \leq 6 + \frac{\log n}{\sqrt{n}}\). Ok if we choose \(c_1 = 6\) and \(n_0 = 1\). \(6n \log n + \sqrt{n} \log^2 n \leq c_2 n \log n\) \(\Rightarrow 6 + \frac{\log n}{\sqrt{n}} \leq c_2\). Is it ok to choose \(c_2 = 7\)? Yes, \(\log n \leq \sqrt{n}\) if \(n \geq 2\).
    * So \(c_1 = 6\), \(c_2 = 7\) and \(n_0 = 2\) works.
  - Let \(p(n) = \sum_{i=0}^{d} a_i n^i\) be a polynomial of degree \(d\) and assume that \(a_d > 0\). Then \(p(n) \in \Theta(n^k)\), where \(k = d\) is a constant.

1.4 How to analyze Recurrences?

There are many ways of solving recurrences. I personally prefer the recursion tree method, since it is visual! Here the recurrence is depicted in a tree, where the nodes of the tree represent the cost incurred at the various levels of the recursion. We illustrate this method using the following recurrence (so called the recurrence used in the Masters method).

Let \(a \geq 1, b > 1\) and \(c > 0\) be constants and let \(T(n)\) be the recurrence

\[ T(n) = aT\left(\frac{n}{b}\right) + cn^k, \]

defined for integer \(n \geq 0\). Then

**Case 1** \(a > b^k\) then \(T(n) = \Theta(n^{\log_b a})\).

**Case 2** \(a = b^k\) then \(T(n) = \Theta(n^k \log_b n)\).

**Case 3** \(a < b^k\) then \(T(n) = \Theta(n^k)\).
The proof is fairly simple (of course I would have made some errors on what I have written below). We need to sort of visualize it using the recursion tree.

**Level 1:** $a$ subproblems are formed, each of size $n/b$, and the total cost is $cn^k$.

**Level 2:** $a^2$ subproblems are formed, each of size $n/b^2$, and the total cost is $a^2c(n/b^2)^k$.

**Level 3:** $a^3$ subproblems are formed, each of size $n/b^3$, and the total cost is $a^3c(n/b^3)^k$.

... 

**Level $\log_b n$:** $a^{\log_b n}$ subproblems are formed, each of constant size and the total cost is about $a^{\log_b n}c(n/b^{\log_b n})^k$.

Therefore the total cost is

$$T(n) = O(n^{\log_b a}) + \sum_{i=0}^{\log_b n} a^i c \left( \frac{n}{b^i} \right)^k.$$ 

Now apply the various cases.

1.5 Strassen’s Matrix Multiplication

1.6 Matrix Multiplication

To illustrate the analysis of recurrences as well as the divide and conquer method, we consider Strassen’s matrix multiplication method [9, 15]. Let $A$, $B$ and $C$ be three $n \times n$ matrices, where $Z = X \cdot Y$. There are $n$ rows, $n$ columns and $n^2$ entries in each of the matrices.

- $X = \begin{bmatrix} x_{11} & x_{12} & \cdots & x_{1n} \\ x_{21} & x_{22} & \cdots & x_{1n} \\ \vdots & \vdots & \ddots & \vdots \\ x_{n1} & x_{n2} & \cdots & x_{nn} \end{bmatrix}$

- $Y = \begin{bmatrix} y_{11} & y_{12} & \cdots & y_{1n} \\ y_{21} & y_{22} & \cdots & y_{1n} \\ \vdots & \vdots & \ddots & \vdots \\ y_{n1} & y_{n2} & \cdots & y_{nn} \end{bmatrix}$

We want to compute $Z = X \cdot Y$, where

$$z_{ij} = \sum_{k=1}^{n} x_{ik} \cdot y_{kj}.$$ 

- How many operations we require?
- In all we generate $n^2$ entries in the matrix $Z$ and each entry requires $n$ multiplications and $n - 1$ additions. So the total number of operations can be bounded by $\Theta(n^3)$. 

• Next we want to discuss a divide and conquer solution by Strassen which requires only $O(n^{\log_2 7})$ operations.

• Let's first analyze the recurrence

$$T(n) = 7T(n/2) + cn^2,$$

where $c$ is a constant, $n$ is a positive integer, and $T(\text{constant}) = O(1)$.

• Using the simplified master method, $a = 7$, $b = 2$, $c = c$, $k = 2$ and $a > b^k$. Hence $T(n) = O(n^{\log_2 7})$.

1.6.1 Strassen’s Algorithm

• Divide each of the matrices into four sub-matrices, each of dimension $n/2 \times n/2$. Strassen observed the following:

$$Z = \begin{pmatrix} A & B \\ C & D \end{pmatrix} \cdot \begin{pmatrix} E & F \\ G & H \end{pmatrix} = \begin{pmatrix} (S_1 + S_2 - S_4 + S_6) & (S_4 + S_5) \\ (S_6 + S_7) & (S_2 + S_3 + S_5 - S_7) \end{pmatrix}$$

where

- $S_1 = (B - D) \cdot (G + H)$
- $S_2 = (A + D) \cdot (E + H)$
- $S_3 = (A - C) \cdot (E + F)$
- $S_4 = (A + B) \cdot H$
- $S_5 = A \cdot (F - H)$
- $S_6 = D \cdot (G - E)$
- $S_7 = (C + D) \cdot E$

• This leads to a divide-and-conquer algorithm with running time $T(n) = 7T(n/2) + \Theta(n^2)$, since

  - We only need to perform 7 multiplications recursively. Additions/Subtractions only take $\Theta(n^2)$ time, and we need to do 18 of them for $n/2 \times n/2$ matrices for each step of the recursion.
  - Division/Combination can still be performed in $\Theta(n^2)$ time.
Matrix multiplication is a fundamental problem and it arises in almost all branches of Sciences, Social Sciences and Engineering. For example, high energy physicists multiply monstrous matrices. Strassen’s is not the currently fastest known algorithm, there have been numerous improvements over that method. It is obvious that any algorithm for matrix multiplication needs to perform $\Omega(n^2)$ operations, since the output matrix $Z$ has that many entries. But only lower bound that is known for this problem is the trivial one, i.e. the $\Omega(n^2)$ bound. The currently best known upper bound is significantly larger than this (its about $O(n^{2.373})$). So a major open problem, whose solution will be of immense importance will be either to raise the lower bound or drop down the upper bound!

Here is something which may be interesting to look into. This is regarding verifying given three $n \times n$ matrices $A$, $B$ and $C$, whether $AB = C$? It turns out that there is a nice randomized algorithm that can do this and it is stated in the following Theorem (See Motwani and Raghavan [12] for details).

**Theorem 1.6.1** Let $A$, $B$, and $C$ be $n \times n$ matrices over a Field $F$ such that $AB \neq C$. Then for $r$ chosen uniformly at random from $\{0, 1\}^n$, probability that $Pr[ABr = Cr] \leq 1/2$.

### 1.7 Elementary stuff from probability

This material is from the book of Meyer [11]. (BTW, this was my textbook for the first undergraduate course in probability - way back in the winter of 1982-83!) With each probabilistic experiment, the sample space is the set of all possible outcomes of that experiment. For example, for rolling a dice the set of all possible outcomes are \{1, 2, 3, 4, 5, 6\}. An event is also a set of possible outcomes, and is a subset of the sample space. For example, for rolling a dice and getting an even number, the events are \{2, 4, 6\}. If the sample space consists of $n$ elements, then the total number of all possible events are $2^n$. Since events are sets, we can use associated operations on sets. For example, if $A$ and $B$ are events for a sample space $S$, then we can define $A \cup B$, $\bar{A}$, $A \cap B$, with the usual meaning.

Two events $A$ and $B$ are said to be mutually exclusive if they cannot occur simultaneously, i.e. $A \cap B = \emptyset$. Let $S$ be a sample space associated with an experiment. For each event $A \subseteq S$, associate a real number $0 \leq P(A) \leq 1$, called as the probability of $A$, and $P(A)$ satisfies following natural conditions

1. $P(S) = 1$,
2. If events $A$ and $B$ are mutually exclusive, $P(A \cup B) = P(A) + P(B)$ and $P(A) \cap P(B) = 0$.
3. $P(\bar{A}) = 1 - P(A)$, where $\bar{A} = S \setminus A$.
4. In general, for two events $A$ and $B$, $P(A \cup B) = P(A) + P(B) - P(A \cap B)$.
5. If $A \subseteq B$, $P(A) \leq P(B)$.

Let $A$ and $B$ be two events associated with an experiment. We say $P(B|A)$ to be the conditional probability of occurrence of event $B$ given that $A$ has occurred. Intuitively, computation of $P(B)$ is done with respect to a reduced sample space. For example, let $B$ be the event of getting 2 after rolling a dice. Then $P(B) = 1/6$. Let $A$ be the event of getting an even number after rolling a dice. Then $P(A) = 1/2$. What about $P(B|A)$? It is $1/3$, since the reduced sample space is \{2, 4, 6\}, and the probability of drawing a 2 is $1/3$ from this space. Note that $P(B|A) = \frac{P(A \cap B)}{P(A)}$ or
equivalently \( P(A \cap B) = P(B|A)P(A) \). Similarly we can define \( P(A|B) = \frac{P(A \cap B)}{P(B)} \), or equivalently \( P(A \cap B) = P(A|B)P(B) \). Note that if two events \( A \) and \( B \) are mutually-exclusive than \( P(A|B) = P(B|A) = 0 \). If \( A \subset B \), then \( P(B|A) = 1 \). (For example, if \( B \) is the event of obtaining an even number and \( A \) is the event of getting a 2 on rolling a dice, than if \( A \) has occurred, than for sure \( B \) has occur ed.) Now a classical theorem on Conditional Probabilities, called Bayes Theorem.

Let \( B_1, B_2, \cdots, B_k \) represent a partition of sample space \( S \). Let \( A \) be an event in \( S \). Then

\[
P(B_i|A) = \frac{P(A \cap B_i)}{P(A)} = \frac{P(A|B_i)P(B_i)}{\sum_{i=1}^{k} P(A|B_i)P(B_i)}.
\]

Here is a classical example from Meyer [11] showing an application of this theorem.

**Example 1.7.1** An item is produced by three factories - \( F1 \), \( F2 \), and \( F3 \). \( F2 \) and \( F3 \) produce the same number of items. \( F1 \) produces twice many items as \( F2 \) and \( F3 \). 2\% of items produced by \( F1 \) and \( F2 \) are defective, and 4\% of items produced by \( F3 \) are defective. All of these items are indistinguishable in terms of which factory they come from. First lets understand the partitioning by the following.

a) What is the probability that an item is defective?

Here \( A = \{ \text{item is defective} \} \), \( B_1 = \{ \text{item came from } F1 \} \) and likewise define \( B_2 \) and \( B_3 \). Note that \( P(B_1) = 1/2 \) and \( P(B_2) = P(B_3) = 1/4 \). \( P(A|B_1) = P(A|B_2) = 0.02 \) and \( P(A|B_3) = 0.04 \). Then

\[
P(A) = P(A|B_1)P(B_1) + P(A|B_2)P(B_2) + P(A|B_3)P(B_3) = 0.025.
\]

Hence there is a 2.5\% chance that an item is defective.

b) Suppose that an item is defective. What is the chance that it is made in \( F1 \)?

Let us apply Bayes Theorem.

\[
P(B_1|A) = \frac{P(A|B_1)P(B_1)}{\sum_{i=1}^{k} P(A|B_i)P(B_i)} = \frac{0.02 * 1/2}{0.02 * 1/2 + 0.02 * 1/4 + 0.04 * 1/4} = 0.40.
\]

Hence there is a 40\% chance.

We say two events \( A \) and \( B \) are independent if \( P(A \cap B) = P(A)P(B) \). Intuitively, this implies that occurrence and nonoccurrence of \( A \) has no effect on the occurrence or non-occurrence of \( B \). An example from Meyer [11] - its insightful.

**Example 1.7.2** We are rolling two dices and have three types of events.

\( A = \{ \text{The first die shows an even number} \} \)

\( B = \{ \text{The second die shows an odd number} \} \)

\( C = \{ \text{Both show an odd or both show an even number} \} \)

Observe that \( P(A) = P(B) = P(C) = 1/2 \). Note that \( P(A \cap B) = 1/4 = P(A)P(B) \). \( P(A \cap C) = 1/4 = P(A)P(C) \). \( P(B \cap C) = 1/4 = P(B)P(C) \). But what about \( P(A \cap B \cap C) \)? Note that \( P(A \cap B \cap C) = 0 \neq P(A)P(B)P(C) \).

Hence three events \( A, B \) and \( C \) are said to be mutually independent if and only if they are pairwise independent as well as \( P(A \cap B \cap C) = P(A)P(B)P(C) \). In general \( n \) events are said to be mutually independent, if and only if all combinations of them are mutually independent.

A function \( X \) assigning every element of a sample space of an experiment to a real number is called a random variable (r.v.), i.e. \( X : S \rightarrow \mathbb{R} \). For example, \( X \) may count number of 1’s in a
random bit string of length $n$. A r.v. is called discrete if the number of possible values it can take is either finite or countably infinite. For each of those values associate a real value between 0 and 1, i.e. its probability $P(x_i) = P(X = x_i)$. Each $P(x_i) \geq 0$ and $\sum_{i=1}^{\infty} P(x_i) = 1$. The function $p$ is called the probability function and the collection of pairs $(x_i, P(x_i))$ is called the probability distribution of $X$. For example, if $X$ is a r.v. describing number of heads in three tosses of a coin, than the range of $X$ is $\{0, 1, 2, 3\}$ and $P(0) = P(3) = 1/8$, $P(1) = P(2) = 3/8$. Consider the following example.

**Example 1.7.3** Suppose you want to generate several strings of as followed by a single b. The random character generator spits out an a with probability $2/3$ and b with probability $1/3$. The way the string is generated is by repeatedly invoking the ‘sputter’ till it outputs the first b. Let $X$ be the random variable denoting the number of times the sputter is invoked. Note that $X$ can take values $1, 2, 3, \ldots$. Observe that $P(X = 1) = 1/3$, $P(X = 2) = 2/3 \cdot 1/3$, and $P(X = i) = (2/3)^{i-1}/3$. Note that $\sum_{i=1}^{\infty}(2/3)^i = 1$.

The classical Binomial distribution is defined as follows. Consider an experiment, where $A$ is an event. Let $P(A) = p$ and $P(A^c) = q = 1 - p$. Let us repeat the experiment $n$ times and define a random variable $X$ indicating the number of times $A$ occurs. It is assumed that each experiment is independent of others. What is probability that $X = k$, for some $1 \leq k \leq n$? It is easy to see that $P(X = k) = \binom{n}{k}p^k q^{n-k}$. $X$ is called a binomial random variable with parameters $p$ and $n$. Individual experiments (trials) are called Bernoulli trials.

A r.v. $X$ is said to be continuous if there exists a function $f$ satisfying (a) $f(x) \geq 0$, for all $x$. (b) $\int_{-\infty}^{+\infty} f(x) dx = 1$ and (c) For all $-\infty < a < b < +\infty$, $P(a < x < b) = \int_a^b f(x) dx$, i.e. the area of the curve under $f(x)$ between $x = a$ and $x = b$.

**Expected value of a discrete r.v.** $X$ is defined as $E[X] = \sum_{i=1}^{\infty} x_i P(x_i)$. If this series converges, than $E[X]$ is also called the mean value of $X$.

**Expected value of a continuous r.v.** $X$ is defined analogously, i.e., $E[X] = \int_{-\infty}^{+\infty} x f(x) dx$. For example, consider $X$ to be uniformly distributed over the interval $[a, b]$. We know that the probability distribution function $f(x) = \frac{1}{b-a}$, $a \leq x \leq b$. Hence $E[X] = \int_a^b x \frac{1}{b-a} dx = (a + b)/2$.

The variance of a r.v. $X$ is defined to be $V[X] = E[X - E[X]]^2$. Let us calculate the variance of the r.v. $X$ that is uniformly distributed over the interval $[a, b]$. We know that $E[X] = (a + b)/2$. Note that $E[X^2] = \int_a^b x^2 \frac{1}{b-a} dx = \frac{b^3 - a^3}{3(b-a)}$. Since $V[X] = E[X^2] - [E[X]]^2$ (see Exercises), we obtain $V[X] = \frac{b^3 - a^3}{3(b-a)} - \frac{(a+b)^2}{4} = \frac{(b-a)^2}{12}$.

Now let us look at a famous inequality due to Chebyshev.

**Theorem 1.7.4** Let $X$ be a random variable and let $c$ be a real number. If $E[X - c]^2$ is finite and $\epsilon > 0$, then

$$P(|X - c| \geq \epsilon) \leq \frac{1}{\epsilon^2} E[X - c]^2.$$  

**Proof.** Let $X$ be a continuous r.v. Let $R = \{x : |x - c| \geq \epsilon\}$. Note that $P(|X - c| \geq \epsilon) = \int_{R} f(x) dx$. Observe that $|x - c| \geq \epsilon$ implies $\frac{(x-c)^2}{\epsilon^2} \geq 1$. Thus

$$P(|X - c| \geq \epsilon) \leq \int_{R} \frac{(x-c)^2}{\epsilon^2} f(x) dx \leq \int_{-\infty}^{+\infty} \frac{(x-c)^2}{\epsilon^2} f(x) dx = \frac{1}{\epsilon^2} E[X - c]^2.$$
Next, let’s talk about Normal Distributions, as we will need them in the chapter on Dimensionality Reduction. Random variable $X$ has a normal distribution if its probability density function is of the form

$$ f(x) = \frac{1}{\sqrt{2\pi}\sigma} e^{-\frac{1}{2}(\frac{x-\mu}{\sigma})^2}, -\infty < x < \infty. $$

Usual it is denoted by $\mathcal{N}(\mu, \sigma^2)$, where $\mu$ is the mean (expected value) and $\sigma$ is the standard deviation, i.e. positive squareroot of the variance. It is also referred to as Gaussian or bell-shaped distribution. It is easy to see that it is a valid distribution, as $f(x) > 0$ for all values of $x$ and $\int f(x)dx = 1$. The function $f$ is symmetric around $x = \mu$. If we trace the boundary of the function, it changes from being convex to concave, and these points of inflection are at $x = \mu \pm \sigma$.

The distribution $\mathcal{N}(0, 1)$ is referred to as a standardized normal distribution. If $X$ is $\mathcal{N}(\mu, \sigma^2)$ and $Y = aX + b$ than $Y$ is $\mathcal{N}(a\mu + b, a^2\sigma^2)$.

Lastly, a bit on law of large numbers. Suppose we repeat an experiment multiple times. Then the relative frequency of occurrence of an event should converge to its actual probability, if the experiment is repeated for sufficiently large number of times. For example, a factory is producing items. We don’t know what is the failure probability. Then one way to estimate this probability is to take a large sample and see what percentage are faulty. This percentage will be a good estimate of the failure probability. Of course this should be taken with a grain of salt. This really depends upon what kind of sample is chosen, etc. Essentially what we are heading towards is that if the elements in the sample are chosen randomly, than the percentage of faulty items will be a true indicator of failure probability.

Consider a particular event $A$ in an experiment. This experiment is repeated $n$ times, and each run is independent of other runs. Let $n_A$ be the number of times $A$ occurs in the runs. Let $f_A = n_A/n$. Let $P(A) = p$. For a positive $\epsilon > 0$,

$$ P(|f_A - p| \geq \epsilon) \leq \frac{p(1-p)}{n\epsilon^2}, $$

or equivalently,

$$ P(|f_A - p| < \epsilon) \geq 1 - \frac{p(1-p)}{n\epsilon^2}. $$

This can be shown as follows. Observe that $n_A$ is a binomially distributed random variable, $E[n_A] = np$ and $V[n_A] = np(1-p)$. Since $f_A = n_A/n$, $E[f_A] = p$ and $V[f_A] = p(1-p)/n$. Recall Chebyshev’s inequality (see Exercise 1.16) which states that $P(|X - \mu| < \epsilon) \geq 1 - \frac{\text{Var}(X)}{\epsilon^2}$. Substituting $X = f_A, p = \mu$, we obtain

$$ P(|f_A - p| < \epsilon) \geq 1 - \frac{V[f_A]}{\epsilon^2}. $$

Set $\epsilon = k\sqrt{p(1-p)/n}$ and $V[f_A] = p(1-p)/n$, and we obtain

$$ P(|f_A - p| < \epsilon) \geq 1 - \frac{p(1-p)}{n\epsilon^2}. $$

Note that

$$ \lim_{n \to \infty} P(|f_A - p| < \epsilon) = 1. $$

This is sort of the meaning that the relative frequency converges to $P(A)$, when the experiment is repeated for a large number of times.
Here is a different type of question. How many times should we repeat the experiment, so that the relative frequency $f_A$ differs from $P(A)$ by at most 0.01 with probability at least 0.9?

We need to choose $n$ so that for $\epsilon = 0.01$, $1 - \frac{p(1-p)}{n\epsilon^2} = 0.9$. This implies that $n = \frac{p(1-p)}{0.01 \epsilon^2}$. For example if $p = 1/2$, then $n = 25000$. What this means is that if we toss a coin 25000 times, than we are 90% sure that the relative frequency of getting a head is within 0.01 of the theoretical probability.

Lastly, we state a theorem (without proof), which is a special case of the Central Limit Theorem (see Meyer [11]). Intuitively, the following theorem states that the arithmetic mean of $n$ observations from the same random variable, has for large $n$, a normal distribution.

**Theorem 1.7.5** Let $X_1, X_2, \cdots, X_n$ be $n$ independent r.v. all of which have the same distribution. Let $\mu = E[X_i]$ and $\sigma^2 = V[X_i]$ be their common expectation and variance, respectively. Define a r.v. $S = \sum_{i=1}^{n} X_i$. Then $E[S] = n\mu$ and $V[S] = n\sigma^2$. Moreover, for large $n$, $T_n = \frac{S - n\mu}{\sqrt{n\sigma}}$ has essentially the distribution $N(0, 1)$.

Intuitively, the above theorem states that the arithmetic mean of $n$ observations from the same random variable, has for large $n$, a normal distribution. Here is an example from Meyer's [11] to get some idea of this theorem.

**Example 1.7.6** Consider a box containing three types of balls - 20 balls labelled with a zero, 30 with a one and 50 with a two. In this experiment, we draw a random ball, note its label, and then place it back. We will repeatedly pick the balls, and eventually report the average of their labels.

We are interested in understanding the distribution of the averages when we repeat this experiment for a large number of rounds. The above theorem claims that the average behaves like a normal distribution. Let $X_i$ be the label of the ball drawn in Round $i$ of this experiment. We are interested in the random variable $M_i = \frac{1}{i} \sum_{k=1}^{i} X_k$, denoting the averages of the labels drawn up to and including the Round $i$. Note that each $X_i$ takes values 0, 1, and 2, with probabilities 0.2, 0.3 and 0.5, respectively. Observe that $M_1 = X_1$ and it takes values 0 or 2 with probability 0.2 or 0.5, respectively. Next let us look at $M_2$.

<table>
<thead>
<tr>
<th>$m = \frac{X_1 + X_2}{2}$</th>
<th>0</th>
<th>1/2</th>
<th>1</th>
<th>3/2</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P(M_2 = m)$</td>
<td>0.04</td>
<td>0.12</td>
<td>0.29</td>
<td>0.30</td>
<td>0.25</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$m = \frac{X_1 + X_2 + X_3}{3}$</th>
<th>0</th>
<th>1/3</th>
<th>2/3</th>
<th>1</th>
<th>4/3</th>
<th>5/3</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P(M_3 = m)$</td>
<td>0.008</td>
<td>0.036</td>
<td>0.114</td>
<td>0.207</td>
<td>0.285</td>
<td>0.225</td>
<td>0.125</td>
</tr>
</tbody>
</table>

Hopefully, this example convinces us that for large values of $n$, $M_n$ converges to a normal distribution.

### 1.7.1 Chernoff Bounds

Suppose we toss a fair coin 1000 times. We expect about 500 tails. What is the probability that we will get over 750 tails? or over 900 tails? Chernoff bounds help us in determining probabilities

---

1BTW, I never ‘really’ understood the proof of this theorem, except that I can verify each of the steps in the proof. I hope one day I will get it!
of extreme events in a large collection of independent events. In this section we will establish these bounds. This section is derived from [6] and notes of Michiel Smid. First let us establish Markov’s inequality.

**Theorem 1.7.7** Let $X$ be a non-negative discrete r.v. and $s > 0$ be a constant. Then $P(X \geq s) \leq E[X]/s$.

**Proof.** Note that $E[X] = \sum_{i=0}^{\infty} i.P(X = i) \geq \sum_{i=s}^{\infty} i.P(X = i) \geq s \sum_{i=s}^{\infty} P(X = i) = sP(X \geq s)$.

Hence $P(X \geq s) \leq E[X]/s$. \hfill \qed

Let $X_1, \cdots X_n$ be identical 0-1 independent r.v’s, such that $P(X_i = 1) = p_i$ and $P(X_i = 0) = 1 - p_i$. Define $X = \sum_{i=1}^{n} X_i$ and let $m = \sum_{i=1}^{n} p_i$. Note that

$$E[X] = E[\sum_{i=1}^{n} X_i] = \sum_{i=1}^{n} E[X_i] = \sum_{i=1}^{n} p_i = m.$$  

Suppose we have a fair coin, which we toss $n$ times. We define 0-1 r.v’s $X_1, \cdots , X_n$, where $X_i = 1$ if the $i$-th toss was a head otherwise $X_i = 0$. $P(X_i = 0) = P(X_i = 1) = 1/2$. Let $X = \sum_{i=1}^{n} X_i$. Now $E[X] = n/2 = m$. We are interested in estimating the probability of $X$ deviating from $(1 \pm \epsilon)m$, for $0 < \epsilon < 1$. From Markov’s inequality we obtain $P(X > (1 + \epsilon)m) \leq 1/(1 + \epsilon)$. We will show the following, which are collectively known as Chernoff bounds in the algorithms community.

$$P(X \geq (1 + \epsilon)m) \leq \exp(-\epsilon^2m/3)$$

$$P(X \leq (1 - \epsilon)m) \leq \exp(-\epsilon^2m/2).$$

Let $t > 0$. Let us first deal with proving $P(X \geq (1 + \epsilon)m) \leq \exp(-\epsilon^2m/3)$.

$$P(X \geq (1 + \epsilon)m) = P(e^{tX} \geq e^{t(1+\epsilon)m})$$

$$= e^{-t(1+\epsilon)m}e^{t(1+\epsilon)m}P(e^{tX} \geq e^{t(1+\epsilon)m})$$

$$\leq e^{-t(1+\epsilon)m}E[e^{tX}]$$

(1.3)

Equation 1.3 follows from Markov inequality applied to $P(e^{tX} \geq e^{t(1+\epsilon)m}) \leq e^{-t(1+\epsilon)m}E[e^{tX}]$. Observe that $E[e^{tX}] = E[e^{t\sum_{i=1}^{n} X_i}] = E[\prod_{i=1}^{n} e^{tX_i}] = \prod_{i=1}^{n} E[e^{tX_i}]$, as $X_i$’s are independent.

$E[e^{tX}] = p_ie^t + (1 - p_i)e^0$. Hence $E[e^{tX}] = \prod_{i=1}^{n} (p_ie^t + (1 - p_i)) = \prod_{i=1}^{n} (1 + p_i(e^t - 1)) \leq e^{\sum_{i=1}^{n} p_i(e^t - 1)} = e^{m(e^t - 1)}$. (Note that for this we used the fact that $e^x \geq 1 + x$.)

Hence,

$$P(X \geq (1 + \epsilon)m) \leq e^{-t(1+\epsilon)m + m(e^t - 1)}.$$  

This expression holds for all values of $t \in R$. It is minimized for $t = \ln(1 + \epsilon)$. Thus,

$$P(X \geq (1 + \epsilon)m) \leq (1 + \epsilon)^{-(1+\epsilon)m}e^{m\epsilon} = \left(\frac{e^\epsilon}{(1 + \epsilon)^{1+\epsilon}}\right)^m \leq e^{-\epsilon^2m/3}.$$  

To show the last inequality, one needs to prove that $\epsilon - (1 + \epsilon)\ln(1 + \epsilon) \leq -\frac{1}{2}\epsilon^2$, which is left as an exercise.
Next, we show that $P(X \leq (1 - \epsilon)m) \leq \exp(-\epsilon^2 m/2)$. The proof is along the same lines as the previous one.

\[
P(X \leq (1 - \epsilon)m) = P(m - X \geq \epsilon m) = P(e^{t(m-X)} \geq e^{\epsilon m}) 
\leq e^{-\epsilon m}E[e^{t(m-X)}] = e^{\epsilon m(1-\epsilon)}E[e^{-tX}].
\]

Note that

\[
E[e^{-tX}] = \Pi_{i=1}^{n}E[e^{-tX_i}] = \Pi_{i=1}^{n}[p_ie^{-t} + (1 - p_i)] = \Pi_{i=1}^{n}[1 - p_i(1 - e^{-t})] \leq \Pi_{i=1}^{n}[e^{-p_i(1-e^{-t})}] = e^{-\sum_{i=1}^{n} p_i(1-e^{-t})} = e^{-m(1-e^{-t})}
\]

Therefore,

\[
P(X \leq (1 - \epsilon)m) \leq e^{-m(1-e^{-t})}e^{\epsilon m(1-\epsilon)}
\]

This is minimized for $t = -\ln(1 - \epsilon)$. Hence,

\[
P(X \leq (1 - \epsilon)m) \leq (1 - \epsilon)^{-m(1-\epsilon)}e^{-me} = \left[\left(\frac{1}{1 - \epsilon}\right)^{1-\epsilon}e^{-\epsilon}\right]^m \leq e^{-\epsilon^2 m/2}.
\]

### 1.8 Exercises

1. **Provide a proof for the simplified Masters theorem.**

2. **Present examples for each of the three cases and present an example where this theorem is not applicable.**

3. **This is from [3] and is based on Divide-and-Conquer Multiplication. (Do not use FFTs as such for this)**

   1. *Show how to multiply two polynomials of degree 1, namely $ax + b$ and $cx + d$ using only three multiplications. (Note that $(a + b). (c + d)$ is considered as 1 multiplication.)*
   
   2. *Give a divide-and-conquer algorithm for multiplying two polynomials of degree $n$ that runs in $\Theta(n^{\log 3})$. You may think of dividing the coefficients into a high half and a low half, or in terms of whether the index is even or odd.*

   3. *Show that two $n$-bit integers can be multiplied in $O(n^{\log 3})$ steps, where each step operates on at most a constant number of 1-bit values.*

4. **Show that $1^d + 2^d + 3^d + \ldots + n^d$ is $O(n^{d+1})$ for a constant $d$? What is the value of $c$ and $n_0$.**
1.5 Solve the recurrence relation
\[ T(n) = T(xn) + T((1 - x)n) + cn \]
in terms of \( x \) and \( n \) where \( x \) is a constant in the range \( 0 < x < 1 \). Is the asymptotic complexity the same when \( x = 0.5, 0.1 \) and \( 0.001 \)? What happens to the constant hidden in the \( O() \) notation.

1.6 Analyze the recurrence relation
\[ T(n) = \sqrt{n}T(\sqrt{n}) + n. \]
(This is called as the rootish-divide-and-conquer and for example plays an important role in parallel computing.)

1.7 V. Pan has discovered a way to multiply two \( 70 \times 70 \) matrices using only 143640 multiplications. Ignoring the additions, what will the asymptotic complexity of Pan’s algorithm for multiplying two \( n \times n \) matrices? Is it better than Strassen’s? Justify your answer.

1.8 Suppose we have \( n \) real numbers, where no two are the same. We want to report the smallest \( i \) numbers in the sorted order, where \( i < n \). Which algorithm you think is the best option (Justify your answer)?
A. Sort the numbers and list the first \( i \).
B. Build a priority queue and then call Extract-Min \( i \) times.
C. Use the order statistics to find the \( i \)-th smallest number, partition the set according to this value, and then sort the \( i \) smallest numbers.

1.9 Let \( A \) and \( B \) be two arrays, each consisting of \( n \) distinct elements in sorted order (in an increasing order). Report the median of the set \( A \cup B \) in \( O(\log n) \) time.

1.10 Given two binary strings \( a = a_0a_1 \ldots a_p \) and \( b = b_0b_1 \ldots b_q \), where each \( a_i \) and \( b_j \) are either 0 or 1. We say that \( a \leq b \) if either of the following holds
(1) there exists an integer \( j, 1 \leq j \leq \min(p, q) \), such that \( a_i = b_i \) for all \( i = 0, 1, \ldots, j - 1 \) and \( a_j < b_j \).
(2) \( p < q \) and \( a_i = b_i \) for all \( i = 0, 1, 2, \ldots, p \).
Let \( A \subseteq \Sigma^* \) be a set of distinct binary strings whose lengths sums up to \( n \). Present an algorithm that can sort the binary strings in \( O(n) \) time. (All the strings are not of the same length!)

1.11 Let \( X \) be a binomially distributed r.v. with parameters \( n \) and \( p \). Then \( E[X] = \sum k = 0^n k \binom{n}{k} p^k (1 - p)^{n-k} = np \).

1.12 Let \( X \) and \( Y \) be two r.v. Show that \( E[X + Y] = E[X] + E[Y] \).

1.13 Let \( X \) and \( Y \) be two independent random variables. Show that \( E[XY] = E[X]E[Y] \).

1.14 Show that the variance of a r.v. \( V[X] = E[X^2] - [E[X]]^2 \).

1.15 If \( X \) and \( Y \) are independent r.v. then \( V[X + Y] = V[X] + V[Y] \).

1.16 Let \( E[X] = \mu \) and \( \epsilon > 0 \). Show that \( p(|X - \mu| \geq \epsilon) \leq \frac{V[X]}{\epsilon^2} \).

1.17 For any value of \( x, 0 < x < 1 \), show that \( x - (1 + x) \ln(1 + x) + \frac{1}{3} x^2 \leq 0 \).
Chapter 2

Introduction to Graphs and their Representation

2.1 Introduction and Definitions

Graphs were discovered by Euler (Königsberg bridge problem\(^5\)), Kirchoff (electrical networks\(^6\)) and Cayley (enumeration of organic chemical isomers\(^7\)) in different contexts. Graphs are combinatorial structures used in computer science. Lists, Trees, Directed Acyclic Graphs, Flow Charts, Control Flow Graphs, and Planar Graphs are examples of graphs that are widely used in computer science. Most often, practical problems, can be cast into some sort of graph problem. Examples include the Traveling Salesperson problem (finding a route of the cheapest cost through many cities), or coloring a map so that no two neighboring countries receive the same color or finding shortest path from Carleton to National Art Gallery, or navigating hyperlinks in webpages. There are excellent books and thousands of papers discussing several aspects of graphs (definitions, connectivity, coloring, independent sets, matchings, Kuratowski’s theorem, four color theorem, ...). Some of the classical books include the book by Harary [Graph Theory], Berge [Graphs and Hypergraphs], Bollobas [Graph Theory], Bondy and Murty [Graph Theory], Lovasz [Matching Theory]. We need to get used to some of the basic definitions.

**Graph** A graph \( G = (V, E) \) consists of a finite set of vertices \( V \) and a finite set of edges \( E \).

- **Directed graphs**: \( E \) is a set of ordered pairs of vertices \((u, v)\) where \( u, v \in V \)

\[
\begin{align*}
\text{V} &= \{1, 2, 3, 4, 5, 6\} \\
\text{E} &= \{(1,2), (2,2), (2,4), (2,5), (4,1), (4,5), (5,4), (6,3)\}
\end{align*}
\]

- **Undirected graph**: \( E \) is a set of unordered pairs of vertices \{u, v\} where \( u, v \in V \)
**Incidence** An edge \( \{u, v\} \) is *incident* to \( u \) and \( v \). (In our example, the edge \( \{1,4\} \) is incident to the vertex 1 and to the vertex 4.

**Degree** of vertex in undirected graph is the number of edges incident to it. (In our example degree of vertex 1 is 2, degree of vertex 2 is 4.

**In (Out) degree** of a vertex in directed graph is the number of edges entering (or leaving) it.

**Path** A *path* from \( u \) to \( v \) is a sequence of vertices \( < u = v_0, v_1, v_2, \cdots, v_k = v > \) such that \( (v_i, v_{i+1}) \in E \) (or \( \{v_i, v_{i+1}\} \in E \))

- We say that \( v \) is reachable from \( u \)
- The *length* of the path is \( k \)
- It is a *cycle* if \( u = v \)

In our undirected graph example, a path from the vertex \( u = 1 \) to the vertex \( v = 5 \) consists of vertices \( < u = 1, 4, 2, 5 = v > \)

**Connected** An undirected graph is connected if every pair of vertices are joined by a path. (In our example the graph is connected.)

**Component** The connected components are the equivalence classes of the vertices under the “reachability” relation. (In our example there is only 1 connected component.)

**Strongly Connected** A directed graph is *strongly connected* if every pair of vertices are reachable from each other. (In our example the graph is not strongly connected since there is no way to reach from vertex 3 to 4 or from the vertex 1 to vertex 6.)

**Strongly connected components** The *strongly connected components* are the equivalence classes of the vertices under the “mutual reachability” relation. (In our example the strongly connected components will be \( \{\{1,2,5,4\},\{3\},\{6\}\} \). Its upto you to say that a singleton vertex is strongly connected or not!)

**Simple connected undirected graph** An undirected connected graph is called simple, if between every pair of vertices there is at most one edge, and no vertex contains a self loop (i.e. a vertex connected to itself by an edge). The graph in our example is simple. In this course, a graph specified without any qualifications is an undirected, connected, and a simple graph!
**Complete Graphs** An undirected graph is called a complete graph, if every pair of (distinct) vertices are joined by an edge. Examples include $K_1$ (just a single vertex), $K_2$ (a pair of vertices joined by an edge), $K_3$ (a triangle), $K_5$ (graph on five vertices), ... $K_5$ is the smallest (in terms of vertices) non-planar graph (i.e. no matter how one draws it in the plane, there is a crossing).

**Bipartite Graphs** A graph is called bipartite if the vertex set $V$ can be partitioned into two subsets $S \cup T = V$, such that for any edge $\{a, b\}$, $a \in S$ and $b \in T$. A bipartite graph is complete if every vertex in $S$ is connected to each vertex in $T$ by an edge. For example, $K_{mn}$ refers to a complete bipartite graph consisting of vertices $V = S \cup T$, where $|S| = m$ and $|T| = n$. Interestingly $K_{3,3}$ is the smallest graph (in terms of edges) which is non-planar.

**Kuratowski’s Theorem** A graph is planar if and only if it has no subgraph homeomorphic to $K_5$ or $K_{3,3}$. Two graphs are homeomorphic if both can be obtained from the same graph by a sequence of subdivisions of edges (insertion of a vertex on an edge). For example any two cycles are homeomorphic.

### 2.2 How to represent graphs in a computer?

There are two standard ways of representing graphs in computers: Adjacency list and Adjacency Matrix. Let $G = (V, E)$ be the graph under consideration (assume that it is undirected - for directed the same representation works as well).

In the adjacency matrix representation, we form a $|V| \times |V|$ matrix $A$ of 0s and 1s, where $ij$th entry is 1 if and only if there is an edge from vertex $i$ to vertex $j$. It is easy to see that this matrix will be symmetric for undirected graphs. Also given a pair of vertices $v_i$ and $v_j$, it takes constant time to check whether there is an edge joining them by inspecting the $ij$th entry in the matrix $A$. Moreover, this is independent of the sizes of $V$ and $E$. But the main drawback is that this representation requires $O(|V|^2)$ memory space whereas the graph $G$ may have very few edges! Just for fun and to get some insight, try to see what it means by taking products $A \times A$ or $A \times A \times A$, ..., where the ‘.’ refers to the boolean AND and ‘+’ refers to the boolean OR? Try it for small graphs. We will come back to that later!

The other most common representation is the adjacency list representation. The adjacency list for a vertex $v$ is a list of all vertices $w$ that are adjacent to $v$. To represent the graph we have in all $|V|$ lists, one for each vertex. This representation requires optimal storage, i.e. $O(|V| + |E|)$. But to check whether the two vertices $v$ and $w$ are connected, we need to check in lists of $v$ (or $w$) whether the vertex $w$ (resp. $v$) is present. Searching in a list requires, in the worst case, time proportional to the size of the list, and hence searching will require $O(\min\{\text{degree}(v), \text{degree}(w)\})$ time. This is because we can either search in the list of $v$ or the list of $w$, and hence its advantageous to search.
in the smaller list.

2.3 Graph traversal

Once we have a graph, represented inside the computer, what do we do with it? When we goto a new (small!) city what is the best way to explore all the bars? What is the best way to search for a particular web page just following the hyperlinks (assume no search engine and assume that we can go from any web page to any other web page)? How to solve those maze problems?

- There are two standard and simple ways of traversing all vertices/edges in a graph in a systematic way:
  - Breadth-first search (bfs)
  - Depth-first search (dfs)
- They are used in many fundamental algorithms as a preprocessing step.

2.3.1 Breadth-first search (BFS)

- Main idea:
  - Start at a source vertex and visit,
  - All vertices at distance 1,
  - Followed by all vertices at distance 2,
  - Followed by all vertices at distance 3,
  : 
- BFS corresponds to computing shortest path distance (number of edges) from $s$ to all other vertices in the graph.

Here is the BFS algorithm.

procedure BFS($v$)
Input: A simple connected undirected graph $G=(V,E)$ and the start vertex $v$
represented as adjacency lists.
Output: A BFS tree $T$, where each vertex $u$ knows its parent $p(u)$.
Variables: Q: Queue of vertices, maintained in the FIFO order
x, y: vertex.

Begin
  T := empty; // BFS Tree initialized as empty.
  mark[v] := visited;
  Enqueue (v,Q); //Insert v in the Queue Q.
  While not empty (Q) do
    x:=front(Q); // Let x be in the front of Q.
    Dequeue(Q); // Remove the element in the front of Q.
    For each vertex y adjacent to x do
      if mark[y]=unvisited then
        mark[y]:= visited;
        Enqueue(y,Q);
        Insert((x,y),T);//Insert the directed edge (x,y) in the tree T.
      end if
    end for
  end while
End

It is easy to see that this algorithm runs in $O(|V| + |E|)$ time since each vertex is inserted (enqueued) once in the queue Q and each edge \{x, y\} is explored twice, once when the vertex x is dequeued from Q and once when the vertex y is dequeued. Insertion and Deletion of a vertex in Q can be achieved in constant time since Q is a FIFO Queue, and can be maintained as a doubly-connected list. Also adjacency list representation will suffice and the correctness is left as an assignment problem.

2.4 Topological sort and DFS

2.4.1 Topological Sort

Let $G = (V, E)$ be a directed acyclic graph (DAG) on the vertex set $V$ and directed edge set $E$. A topological sort of a DAG is a linear ordering of all its vertices such that if $G$ contains a directed edge $(u, v)$, then $u$ appears before $v$ in the ordering. One can think of this process as assigning a number $f: V \rightarrow \{1, \ldots, |V|\}$ to each vertex such that for every directed edge $(u, v)$, $f(u) < f(v)$. We will sketch two algorithms, first a slower and then the optimal one. You need to verify the correctness as well as the complexities of both of them. Try to decide yourself what should be a suitable graph representation for these algorithms.

Algorithm 1: Topological sort in $O(|V|^2)$ time using adjacency matrix representation.

Step 1: Start from any vertex and follow edges backwards until a vertex $v$ is found having no incoming edges.

Step 2: Make $v$ the next vertex in the total order.

Step 3: Delete the vertex $v$ and all of its outgoing edges and goto Step 1.
Observe that in Step 1 we will find a vertex $v$ since DAGs have no cycles and they are finite graphs. Moreover a vertex is assigned a number when it has no incoming edges. This should be sufficient to prove the correctness.

Algorithm 2: Topological sort in $O(|V| + |E|)$ time using adjacency list representation, where for each vertex maintain a separate list of incoming edges and outgoing edges.

Step 1: Form a queue $Q$ of vertices which have no incoming edges.

Step 2: Pick a vertex $v$ from $Q$, and make $v$ the next vertex in the order.

Step 3: Delete $v$ from $Q$ and delete all of its outgoing edges. Let $(v, w)$ be an outgoing edge. If the list of incoming edges of $w$ becomes empty then insert $w$ in $Q$.

Step 4: If $Q$ is not empty then GOTO Step 2.

Which invariant(s) are maintained by Algorithm 2? Why is it correct? Why does it run in linear $O(|V| + |E|)$ time?

2.4.2 Depth First Search

DFS is another way of exploring the graph. Like BFS, DFS traversal will take linear time, will produce a DFS spanning tree and this tree will possess very interesting, useful and beautiful properties.

Assume that we have an undirected connected simple graph $G = (V, E)$. We will discuss DFS in $G$. (Similar ideas generalize to disconnected as well as directed graphs). Informally DFS on $G$ can be described as follows:

- Select a vertex $v$ of $G$ which is initially unvisited.
- Make $v$ visited.
- Each unvisited vertex adjacent to $v$ is searched in-turn using DFS recursively.

DFS partitions the edges in $G$ into two sets, the set of DFS spanning tree edges, say $T$, and the set of back edges, say $B$, where $E = T \cup B$, and $T \cap B = \emptyset$. Here is the formal description of the algorithm (taken from Aho, Hopcroft, Ullman [1]). Each vertex in $G$ will be assigned a DFS-number, i.e., the order in which they are first visited in the DFS.
Algorithm: DFS on $G = (V, E)$ represented by adjacency list $L[v]$ for each vertex $v \in V$.

Output: Partition of $E = T \cup B$. Tree edges are given as directed edges from a child to its parent. All edges not in $T$ are considered to be in $B$.

begin

1. $T := \emptyset$; COUNT := 1;
2. for all $v \in V$ do mark $v$ as unvisited;
3. while there exists an unvisited vertex do SEARCH(v)

end

procedure SEARCH(v)

begin

1. mark $v$ as visited;
2. DFS-number[v] := COUNT;
3. COUNT := COUNT + 1;
4. for each vertex $w$ on $L[v]$ do
   if $w$ is unvisited then
      (a) add $(w, v)$ to $T$; /* edge $(w, v)$ is a DFS tree edge */
      (b) SEARCH(w); /* Recursive call */

end
**Complexity Analysis:** Why does the above algorithm run in \( O(|V| + |E|) \) time?

We call the procedure \( \text{SEARCH}(v) \), \(|V|\) times, once for each vertex. The total running time of \( \text{SEARCH}(v) \) exclusive of recursive calls is proportional to the degree of \( v \). Hence the total time complexity is \( O(|V| + \sum_{v \in V} \text{degree}(v)) = O(|V| + |E|) \).

**Property of Back edges:** If \( \{w, v\} \in B \) is a back edge, then either \( w \) is an ancestor of \( v \) or \( v \) is an ancestor of \( w \) in the DFS tree \( T \). Why?

Suppose, without loss of generality, \( v \) has a lower DFS-number than \( w \), i.e., the vertex \( v \) is visited before the vertex \( w \). Therefore when \( \text{SEARCH}(v) \) is invoked, the vertex \( w \) is labeled \textit{unvisited}. All the \textit{unvisited} vertices visited by \( \text{SEARCH}(v) \) will become descendants of \( v \) in the DFS tree. Therefore \( w \) will become a descendent of \( v \) since, \( w \in L[v] \) and each vertex in \( L[v] \) is looked at while executing \( \text{SEARCH}(v) \).

### 2.4.3 Computation of \( \text{low}(v) \)

Here we introduce a quantity called \( \text{low}(v) \) for each vertex \( v \in V \) with respect to the DFS tree \( T \) and the back edges \( B \). This quantity will be used in checking whether the graph is biconnected, as well as computing its biconnected components. (This will be the topic of the next section.)

**What is \( \text{low}(v) \)?**

First relabel the vertices by their DFS-number. For each vertex \( v \in V \) define \( \text{low}(v) \) as follows:

\[
\text{low}(v) = \min (\{v\} \cup \{w| \text{there exists a back edge } (x, w) \in B \text{ such that } x \text{ is a descendent of } v \text{ and } w \text{ is an ancestor of } v \text{ in the DFS tree}\})
\]

Here is the intuition. Consider the subtree \( T_v \) of the DFS-tree \( T \) for the vertex \( v \). What is the vertex closest to the root of \( T \) which we can reach just using the back edges from \( T_v \)? If there are no back edges going out of \( T_v \), then \( \text{low}(v) = v \); otherwise it is the minimum (i.e. closest to the root) among the set of ancestor vertices of \( v \), which are joined by the back edges from the vertices in \( T_v \).

In order to compute \( \text{low}(v) \), we need to compute three values and we will sketch the modification in the DFS algorithm to compute them. The three values are

1. \( w = v \); i.e. the case when there are no back edges going out of the subtree \( T_v \).
2. \( w = \text{low}(c) \) and \( c \) is a child of \( v \); i.e. the case when \( \text{low}(v) \) is the same as \( \text{low} \) value of one of its children.
3. \( (v, w) \) is a back edge in \( B \); i.e. the back edges associated to vertex \( v \) itself.

The final \( \text{low}(v) \) value is given by

\[
\text{low}(v) = \min (\{v\} \cup \{\text{low}(c)| \text{ c is a child of } v\} \cup \{w| (v, w) \in B\})
\]

Here is the revised \( \text{SEARCH}(v) \) procedure that computes the low values as well.

```plaintext
procedure \text{SEARCH}(v)
begin

1. mark \( v \) as \textit{visited};
```
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2. DSF-number[v] := COUNT;
3. COUNT := COUNT + 1;
4. \( \text{low}(v) := \text{DFS-number}[v] \); /* \( \text{low}(v) \) is at least equal to the DFS-number of \( v \) */
5. for each vertex \( w \) on \( L[v] \) do
   if \( w \) is unvisited then
      (a) add \((w, v)\) to \( T \); /* edge \((w, v)\) is a DFS tree edge */
      (b) SEARCH(w); /* Recursive call */
      (c) \( \text{low}(v) := \min(\text{low}(v), \text{DFS-number}[w]) \); /* Compare the low value of \( v \) with its child \( w \) */
   else if \( w \) is not the parent of \( v \) then
      \( \text{low}(v) := \min(\text{low}(v), \text{DFS-number}[w]) \); /* \((v, w)\) is a back edge */
end

Given that the DFS algorithm runs in linear time \( O(|V| + |E|) \) time, it is easy to see that this algorithm runs within the same time complexity.

2.4.4 Biconnectivity

2.4.5 Equivalence Relation

Before we talk about biconnectivity, we need to recall the concept and definitions of equivalence relation.

**Relation** Let \( A \) and \( B \) be finite sets. A binary relation, \( R \), from \( A \) to \( B \) is a subset of the cross product of \( A \) and \( B \), i.e. \( R \subseteq A \times B \). A relation on a set \( A \) is a relation from \( A \) to \( A \).

**Example** : Let \( A = \{1, 2, 3, 4\} \). Let \( R = \{(a, b)|a \text{ divides } b, \text{ where } a, b \in A\} \), i.e. \( R = \{(1, 1), (2, 2), (3, 3), (4, 4), (1, 2), (1, 3), (1, 4), (2, 4)\} \).

**Reflexive** A relation \( R \) on \( A \) is reflexive if \((a, a) \in R\) for every element \( a \in A \). The relation in the divide example is reflexive.

**Symmetric** A relation \( R \) on \( A \) is called symmetric if \((b, a) \in R\) whenever \((a, b) \in R\), where \( a, b \in A \). The relation in the divide example is not symmetric.

**Transitive** A relation \( R \) on \( A \) is called transitive if whenever \((a, b) \in R \) and \((b, c) \in R\), then \((a, c) \in R\), for \( a, b, c \in A \). The relation in the divide example is transitive.

**Equivalence Relation** A relation on a set \( A \) is an equivalence relation if it is reflexive, symmetric, and transitive.

**Equivalence Classes** Let \( R \) be an equivalence relation on a set \( A \). The set of all elements that are related to an element \( a \in A \) is called the equivalence class of \( a \). denoted by \([a]\).

**Property of Equivalence Classes** Let \( R \) be an equivalence relation on \( A \). Then if \((a, b) \in R\), then \([a] = [b]\), where \( a, b \in A \).
Partition of $A$  Let $R$ be an equivalence relation on $A$. Then the equivalence classes of $R$ form a partition of $A$.

Example of an Equivalence Relation: Let $R$ be the relation on the set of integers such that $(a, b) \in R$ if and only if $a = b$ or $a = -b$. The equivalence class of integer 4, denoted by $[4]$, will be $[4] = \{4, -4\}$. Similarly $[7] = \{-7, 7\}$. Observe that since $(4, -4) \in R$, then $[4] = [ -4] = \{4, -4\}$. Also observe that the set of integers can be partitioned by $R$ as follows: $\{(-1, 1), (0), (-2, 2), (-3, 3), \ldots\}$.

There are many books in Discrete Mathematics discussing equivalence relations, for example, see Rosen [14].

2.4.6 Biconnectivity

Most of the material in this section is from Kozen [9] and Aho, Hopcroft and Ullman [1]. Assume that the graph $G = (V, E)$ is undirected and connected. We start with definitions.

Articulation vertex A vertex $v \in V$ is called an articulation vertex, if its removal disconnects the graph. Equivalently, vertex $v$ is an articulation vertex if there exists vertices $a$ and $b$, so that every path between $a$ and $b$ goes through $v$ and $a, b, v$ are all distinct.

Biconnected A connected graph is biconnected if any pair of distinct vertices lie on a simple cycle (one with no repeated vertices). Equivalently, for every distinct triple of vertices $v, a, b$, there exists a path between $a$ and $b$ not containing $v$. Observe that $G$ is biconnected if and only if it has no articulation vertices. Note that a graph just consisting of a single edge (two vertices joined by an edge) is biconnected!

Relation on edges For edges $e, e' \in E$, define that the two edges are equivalent, $e \equiv e'$, if $e$ and $e'$ lie on a simple cycle.

Lemma 2.4.1 The relation $\equiv$ defined above is an equivalence relation.

Proof [9]: To prove that it is an equivalence relation, we need to show that it is reflexive, symmetric and transitive.

Reflexive: Obviously $e \equiv e$, $\forall e \in E$, since an edge in itself lie on a cycle.

Symmetric: If $e \equiv e'$, then $e' \equiv e$, since they are on the same cycle.
Transitivity: Suppose that \( e = (u, v) \equiv e' = (u', v') \) and \( e' = (u', v') \equiv e'' = (u'', v'') \). We want to show that \( e \equiv e'' \). Suppose that the simple cycle \( c \) contains \( e \) and \( e' \) and the simple cycle \( c' \) contains \( e' \) and \( e'' \). Suppose that \( u, u', v, v' \) appear in that order around \( c \). Let \( x \) be the first vertex in \( c \) from \( u \) to \( u' \) that also is in \( c' \). Similarly let \( y \) be the first vertex in \( c \) from \( v \) to \( v' \) which also lies in \( c' \). The vertices \( x \) and \( y \) exists, since \( u' \) and \( v' \) are in \( c' \) as well. Construct a new cycle \( c'' \) consisting of

(a) Path from \( x \) to \( y \) in \( c \) containing \( uv \), and
(b) Path from \( x \) to \( y \) in \( c' \) containing \( u'v'' \). Observe that \( c'' \) is a simple cycle containing \( e \) and \( e'' \), and hence \( e \equiv e'' \). \( \square \)

Remark 2.4.2 Professor Danny Sleator pointed out that the above proof is not complete. Here is an excerpt below (bit modified) from his e-mail:

"... you claim to prove that the edges of a bi-connected component form an equivalence relation by the equivalence defined as edge \((u, v)\) and \((u', v')\) are equivalent if there is a simple cycle through them.

The proof is not really complete, at least from my perspective. The vertices \( x \) and \( y \) as you define them may not exist. E.g. suppose that the simple cycle using \((u', v')\) and \((u'', v'')\) only overlaps the other cycle on the bottom path from \( v \) to \( v' \). (At the very least there are cases you are not considering.)

Here’s how to correct the proof. Consider edges \( a, b, \) and \( c \). Say \( a \) and \( b \) are on a simple cycle \( X \) and \( a \) and \( c \) are on a simple cycle \( Y \). If \( c \) is also on the cycle \( X \) then we’re done because \( b \) is on that cycle too. Otherwise, follow the edges of \( Y \) from one end of \( c \) until it hits \( X \). Call that intersection vertex \( p \). Do the same for the other end of \( c \), and call that intersection vertex \( q \). Now \( p \) and \( q \) are distinct and there are two disjoint paths between them using edges of \( X \). One of these paths contains edge \( b \). Combing this path with the ones of \( Y \) we used to get from \( c \) to \( X \) gives us a simple cycle containing both \( b \) and \( c \)."

Now we have an equivalence relation. What are the equivalence classes of this relation with respect to the edge set of \( G \).

**Biconnected Components** The equivalence classes of the relation \( \equiv \) are the biconnected components of \( G \).

Now we discuss critical lemmas, which relate articulation vertices, biconnected components, DFS number and Low values. These lemmas are ‘if and only if’ type - or ‘necessary and sufficient’ type. These lemmas are extremely useful (especially in computer science) since they give a complete characterization of the object/structure under consideration, and often lead to an algorithm.

**Lemma 2.4.3** A vertex \( v \) is an articulation vertex if and only if it is contained in at least two distinct biconnected components.

Proof: Suppose \( v \) is an articulation vertex. Then its removal disconnects \( G \). That means that there are two vertices \( a \) and \( b \) neighboring \( v \) so that each path between \( a \) and \( b \) goes through \( v \). Then the edges \((a, v)\) and \((v, b)\) cannot lie on a simple cycle, and hence they belong to two distinct biconnected
components. This implies that \( v \) is contained in at least two distinct biconnected components.

Now suppose that \( v \) is contained in two distinct biconnected components, and is adjacent to vertices \( a \) and \( b \) in these components, respectively. Then \( (va) \neq (vb) \). Then all paths between \( a \) and \( b \) goes through \( v \), and hence removing \( v \) disconnects \( G \). So \( v \) is an articulation vertex. □

**Lemma 2.4.4** Let \((uv)\) and \((vw)\) be two adjacent tree edges in a DFS of \( G \). Then \((uv) \equiv (vw)\) if and only if there exists a back edge from some descendant of \( w \) to some ancestor of \( u \).

Proof: Recall that the descendents of \( w \) are \( w \) and all the vertices in the subtree rooted at \( w \). Similarly ancestors of \( u \) include \( u \) and all vertices on the path from \( u \) to the root of the DFS tree.

If there exists a backedge from some descendents \( w' \) of \( w \) to some ancestor \( u' \) of \( u \), then \((uv) \equiv (vw)\), since there is a simple cycle consisting of the tree path between \( u' \) and \( w' \) and the backedge \( w' u' \).

Suppose \((uv) \equiv (vw)\). By definition, there is a simple cycle consisting them. The edges \((uv)\) and \((vw)\) must appear in this order in the cycle, as the vertex \( v \) appears exactly once on the cycle. This implies that there is an edge (actually a backedge) from some vertex \( w' \) in the subtree rooted at \( w \) to some ancestor \( u' \) of \( u \). (This ancestor could be the vertex \( u \) or a vertex on the path \( u \) to the root of the DFS tree.) □

**Lemma 2.4.5** Vertex \( v \) is an articulation vertex if and only if either

(a) \( v \) is the root of the DFS tree and has more than one child.
(b) \( v \) is not the root, and for some some child \( w \) of \( v \) there is no backedge between any descendents of \( w \) (including \( w \)) and a proper ancestor of \( v \).
Part (a) is easy to prove and part (b) follows from the previous lemma! Here is the modification to the DFS procedure to compute the biconnected components.

### DFS Tree in Bold Edges.
Three Biconnected Components (Blue, Red and Green)
DFS Number inside the nodes.
Low Number Outside the node

Observe that
Low(w)=3 >= DFS-number(v)=3
and hence a biconnected component is found consisting of
{(34),(45),(56),(47),(78),(79),(93),(63)}

---

**procedure SEARCH(v)**

begin

1. mark v as visited;
2. DFS-number[v]:=COUNT;
3. COUNT:=COUNT+1;
4. low(v):=DFS-number[v]; /* low(v) is at least equal to the DFS-number of v */
5. for each vertex w on L[v] do
   if w is unvisited then
      (a) add (w, v) to T; /*edge (w, v) is a DFS tree edge */
      (b) SEARCH(w); /* Recursive call */
      (c) If low(w) ≥ DFS-number[v] then a biconnected component has been found;
      (d) low(v) := min(low(v), low(w)) /*Compare the low value of v with its child w */
   else if w is not the parent of v then
      low(v) := min(low(v), DFS-number[w]); /* (v, w) is a back edge */
end

Why does the above algorithm compute biconnected components? Actually we will need a STACK to figure out the edges in a biconnected component! How do we do that? When a vertex w is encountered in the SEARCH procedure, put the edge (v, w) in the STACK if it is already not there. After discovering a pair (v, w) such that w is a child of v and low(w) ≥ DFS-number[v],

---
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then POP all the edges from the STACK up to and including \((v, w)\). These edges form a biconnected component. This extra step can be accomplished in linear time as well. To prove that the above SEARCH procedure indeed computes the biconnected components, we need to argue by induction on the number of biconnected components (A problem for the next assignment).

### 2.5 Exercises

**2.1**

This problem is related to the representation of graphs. Assume that the number of edges in the graph \(G = (V, E)\) is small, i.e., it is a sparse graph. In the adjacency matrix representation of \(G\), the normal tendency is to first initialize the matrix, requiring \(O(|V|^2)\) time. Is there any way we can initialize the adjacency matrix in time proportional to \(O(|E|)\) and still have \(O(1)\) adjacency test?

**2.2** Provide a clear, concise, and complete proof for the correctness of the BFS algorithm.

**2.3** Let \(G = (V, E)\) be a directed acyclic graph with two designated vertices, the start and the destination vertex. Write an algorithm to find a set of paths from the start vertex to the destination vertex such that (a) no vertex other than the start or the destination vertex is common to two paths. (b) no additional path can be added to the set and still satisfy the condition (a). Note that there may be many sets of paths satisfying the above conditions. You are not required to find the set with the most paths but any set satisfying the above conditions. Your algorithm should run in \(O(|V| + |E|)\) time. State the algorithm, its correctness and analyze the complexity.

**2.4** Clearly describe the modifications you need to make in the SEARCH procedure to compute and output the biconnected components. Prove that your algorithm is correct, i.e. it computes all the biconnected components.

**2.5** How can we find in \(O(|V| + |E|)\), whether a graph \(G = (V, E)\) is a bipartite graph (Hint: Use BFS).

**2.6** An Euler circuit for an undirected graph is a path that starts and ends at the same vertex and uses each edge exactly once (vertices might be repeated). A connected, undirected graph \(G\) has an Euler circuit if and only if every vertex is of even degree. Give an \(O(|E|)\) algorithm to find an Euler circuit in \(G\), if it exists.

**2.7** Assume that you are given \(n\) positive integers, \(d_1 \geq d_2 \geq \cdots \geq d_n\), each greater than 0. You need to design an algorithm to test whether these integers form the degrees of an \(n\) vertex simple undirected graph \(G = (V, E)\) (Think of a greedy algorithm.)

**2.8** Show that in a depth-first search, if we output a left parenthesis ‘(’ when a node is accessed for the first time and output a right parenthesis ‘)’ when a node is accessed for the last time, then resulting parenthesization (or bracketing sequence) is proper. Each left ‘(’ is properly matched with each right ‘)’.
Chapter 3

Minimum Spanning Trees

3.1 Minimum Spanning Trees

Let $G = (V, E)$ be an undirected connected graph with a cost function mapping edges to positive real numbers. A spanning tree is an undirected tree connecting all vertices of $G$. A minimum (cost) spanning tree (MST) is a tree whose cost is minimum, where the cost of a tree is the sum total of the cost of the edges of the tree. It is easy to see that a graph may have many MSTs, but their cost is the same (e.g. consider a cycle on 4 vertices where each edge has a cost of 1; deleting any edge results in a MST, and each MST has a cost of 3).

As in the CLRS book [3], we will describe the two algorithms for MSTs (i.e. Kruskal’s and Prim’s), both of them are greedy algorithms and are based on the following generic algorithm. The algorithm maintains a subset of edges $A$, which is a subset of some MST of $G$.

Algorithm: Generic-MST($G$, $w$)

$A := \emptyset$
while $A \neq MST$ do
find a safe edge $\{(u, v)\}$ for $A$ and $A := A \cup \{(u, v)\}$.
return $A$.

What is a safe edge?

But first a few definitions.

Cut A cut $(S, V - S)$ of $G = (V, E)$ is a partition of vertices of $V$.

Edge crossing a cut An edge $(u, v) \in E$ crosses the cut$(S, V - S)$ if one of its end point is in the set $S$ and the other one in the set $(V - S)$.

Cut respecting A A cut $(S, V - S)$ respects the set $A$ if none of the edges of $A$ crosses the cut.

Light edge Edge with the minimum cost crossing the cut is called a light edge.

Theorem 3.1.1 Let $A$ be a subset of edges of $E$ that is included in some MST, and let $(S, V - S)$ be a cut that respects $A$. Let $(u, v)$ be a light edge crossing the cut $(S, V - S)$, then $(u, v)$ is safe for $A$. 
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Proof: Assume that $T$ is a MST that includes $A$. If $T$ as well includes the edge $(u, v)$ then $(u, v)$ is safe for $A$. If $T$ does not include $(u, v)$, then we will show that there is another MST, $T'$, that includes $A \cup \{(u, v)\}$, and this will prove that $\{(u, v)\}$ is safe for $A$. Since $T$ is a spanning tree, there is a path, say $P_T(uv)$, from the vertex $u$ to vertex $v$ in $T$. By inserting the edge $(u, v)$ in $T$ we create a cycle. Since $u$ and $v$ are on different sides of the cut, there is at least one edge $(x, y) \in P_T(uv)$ that crosses the cut $(S, T - S)$. Moreover $(x, y) \notin A$, since the cut respects $A$. But the cost of the edge $(x, y)$ is at least the cost of the edge $(u, v)$, since edge $(u, v)$ is a light edges crossing the cut. Construct a new tree $T'$ from $T$ by deleting the edge $(x, y)$ in $T$ and inserting the edge $(u, v)$. Observe that the cost of the tree $T'$ is at most the cost of the tree $T$ since the cost of $(x, y)$ is at least the cost of $(u, v)$. Moreover $A \cup \{(u, v)\} \subset T'$ and $(x, y) \notin A$, hence edge $(u, v)$ is safe for $A$. \( \square \)

The above theorem leads to the following corollary, where we fix a particular cut (i.e. the cut $(C, V - C)$).

**Corollary 3.1.2** Let $A \subset E$ be included in some MST. Consider the forest consisting $G_A = (V, A)$, i.e. the vertices in $G$ but restricted to the edges in $A$. Let $C = (V_C, E_C)$ be a connected component of $G_A$. Let $(u, v)$ be a light edge connecting $C$ to another connected component in $G_A$, then $(u, v)$ is safe for $A$.

### 3.2 Kruskal’s Algorithm for MST

Proposed by Kruskal in 1956 and the algorithm follows directly from the corollary. Here are the main steps. To begin with the set $A$ consists of only isolated vertices (in all $|V|$ components).

1. Sort the edges of $E$ into an increasing order with respect to their cost.
2. Pick the edges in order, and if the edge joins two components then add that edge (a safe edge) to set $A$.

To implement Step 2, we do the following. Let $e_i$ be the edge under consideration, and all the edges whose cost is smaller than $e_i = (a, b)$ have already been considered. We need to check whether the endpoints $a$ and $b$ are within the same component or they join two different components. If the endpoints are within the same component, then we discard the edge $e_i$, otherwise we need to merge the two components to form a bigger component. For each vertex we keep track of which component it lies in using a label associated with the vertex. Initially each vertex is in its own
component, and during the algorithm the components will be merged, and the labels of the vertices will be updated. Assume that we need to merge the two components \( C_a \) and \( C_b \) corresponding to the end points \( a \) and \( b \) of the edge \( e_i = (a, b) \), and then relabel the vertices. We update the labels of only one of the components, the component which is smaller in size. Here are the details of Step 2 with respect to edge \( e_i = (a, b) \).

1. If label of vertex \( a \) is the same as the label of vertex \( b \), then discard the edge \( e_i \), since \( a \) and \( b \) are in the same component, otherwise \( e_i \) is a safe edge and continue with the next step.

2. Assume that \( |C_a| \leq |C_b| \). Then update the labels of vertices in \( C_a \).

Let us analyze the complexity of this algorithm. Sorting the edges takes \( O(|E| \log |E|) \) time. The test for an edge, whether it joins two connected components or not, can be done in constant time. (In all \( O(E) \) time for all edges.) What remains is to analyze the complexity of merging the components. The complexity of merging the components can be bounded by the total complexity of relabeling the vertices. Consider a particular vertex \( v \), and let us estimate the maximum number of times this will be relabeled. Notice that the vertex gets relabeled only if it is in a smaller component and its component is merged with a larger one. Hence after merging, the size of the component becomes at least twice. Since the maximum size of a component is \( |V| \), this implies that \( v \) can be relabeled at most \( \log_2 |V| \) times, since each time it is relabeled the size of its component at least doubles. So the total complexity of the Step 2 of the algorithm is \( O(|E| + |V| \log |V|) \) time, and the result is summarized in the following theorem.

**Theorem 3.2.1 (Kruskal)** Minimum (cost) spanning tree of an undirected connected graph \( G = (V, E) \) can be computed in \( O(|V| \log |V| + |E| \log |E|) \) time.

### 3.3 Prim’s MST algorithm

Prim’s algorithm is very similar to Dijkstra’s single source shortest path algorithm (in fact the complexity analysis will be the same). Here the set \( A \) at any stage of the algorithm forms a tree. Initially the set \( A \) consists of just a vertex (call it the root or the seed vertex!), and then in each stage a light edge (a stem!) is added to the tree connecting \( A \) to a vertex in \( V - A \). The key to the efficiency to Prim’s algorithm is in selecting the “stem” edge efficiently. For each vertex \( v \in V - A \), we keep track of what is the least cost edge that connects \( v \) to \( A \), the cost of this edge is the “key” value associated to \( v \). The key values are stored in a priority queue \( Q \); in each step the vertex \( v \) with the least priority is extracted out of \( Q \), and suppose that corresponds to the edge \((u, v)\), where \( u \in A \). Observe that this edge is a safe edge since is the light edge for \( \text{cut}(A, V - A) \). Then update \( A := A \cup \{(u, v)\} \). Also after extracting \( v \) out of \( Q \), we need to update \( Q \). The details are explained below.
MST-PRIM\((G, w, r)\) /* \(r\) is the root; \(w\) the cost function */
for each \(v \in V\) do \{ \(key[v] := \infty; \pi[v] := \text{nil}\) \}
/* \(\pi\) keeps track of the parent of a vertex in the tree. */
\(key[r] := 0;\)
\(Q := V\) /* Priority queue consists of vertices with their key values */
While \(Q \neq \emptyset\) do
Begin
\(u := \text{Extract-Min}(Q)\);
for each vertex \(v \in \text{Adjacency}(u)\) do
if \(v \in Q\) and \(w(u, v) < key[v]\) then \{ \(\pi[v] := u; key[v] := w(u, v)\) \}
End.

The vertices that are in the set \(A\) at any stage of the algorithm are the vertices in \(V - Q\), i.e. the ones that are not in \(Q\). \(kev[v]\) is the weight of the light edge \((v, \pi[v])\) connecting \(v\) to some vertex in the MST \(A\). Notice that the key value for any vertex starts at infinity and then keeps decreasing.

Let us analyze the complexity of the algorithm. The main steps are the priority queue operations, namely the decrease-key and the extract-min operation. In all we perform \(|V|\) extract-min operation, one for each vertex. Also we perform \(O(|E|)\) decrease key operation, once for each edge. Here is the table describing the complexity of these operations depending upon which implementation of the priority queue is used.

<table>
<thead>
<tr>
<th></th>
<th>Binary Heaps</th>
<th>Fibonacci Heaps</th>
</tr>
</thead>
<tbody>
<tr>
<td>Extract-min</td>
<td>(O(\log n))</td>
<td>(O(\log n))</td>
</tr>
<tr>
<td>Decrease-key</td>
<td>(O(\log n))</td>
<td>(O(1))</td>
</tr>
</tbody>
</table>

These complexities are per operation. The complexities of Fibonacci Heaps are amortized (kind of an average over the worst possible scenario! - more on that later).
3.4 Randomized Algorithms for Minimum Spanning Trees

Here we discuss some of the recent results, in the last decade, related to randomized algorithms for computing minimum spanning trees. These results are based on Section 10.3 of Raghavan and Motwani’s book on Randomized Algorithms [12] and T. Chan’s simplified analysis from [2]. Assume that all edge weights are distinct and hence there is a unique MST in the given graph $G = (V, E)$. The randomized algorithm uses three concepts which are discussed in the subsequent subsection followed by the actual algorithm. First concept is the algorithm due to Boruvka from 1926 which helps us in reducing the number of vertices in the graph in linear time. The second concept is about heavy and light edges with respect to a spanning tree, and the last concept is about MST verification.

3.4.1 Boruvka’s Algorithm

Observe that for any vertex $v \in V$, the edge, say $\{v, w\}$, with the minimum weight incident to that vertex will be included in the MST. A simple way to compute the MST will be as follows:

---

**Boruvka’s Algorithm for Computing MST**

Input: A connected graph $G = (V, E)$ and the weights of edges are all distinct.

Output: Minimum Spanning Tree $T$.

1. $T := \emptyset$.
2. Mark the edges with the minimum weight incident to each vertex. Add these edges to $T$.
3. Identify the connected components of the marked edges.
4. Replace each connected component by a vertex.
5. Eliminate all self loops. Eliminate all multiple edges between a pair of vertices, except the edge with the minimum weight.
6. Repeat Steps 2-5 (called a phase) till we are left with a single vertex.

---

We make a few observations. Let $G'$ be the graph obtained from $G$ after contracting the edges in a phase in the algorithm. Then the MST of $G$ is the union of the contracted edges and the edges in the MST of $G'$. Also in each contraction phase of the above algorithm the number of vertices in the graph reduce by at least a half. Hence there will be in all $O(\log |V|)$ phases. Also observe that each phase can be implemented in $O(|V| + |E|)$ time and hence we obtain another algorithm that achieves the running time of $O(|E| \log |V|)$.

3.4.2 Heavy edges and MST Verification

Let $F$ be any spanning tree (may not be the minimum!) of $G$. Consider any two vertices, say $u$ and $v$, of $G$ and there is a unique path $P(u, v)$ between them in $F$. Let $w_F(u, v)$ be the edge with the maximum weight on this path. Define an edge $(u, v) \in E$ to be $F$-heavy if $w(uv) > w_F(u, v)$, otherwise it is $F$-light. An edge $(u, v)$ is $F$-heavy if the weight of this edge is larger than the weight of each of the edges on the unique path between $u$ and $v$ in $F$. Observe that all edges of $F$ are $F$-light. Here is an important Lemma.
Lemma 3.4.1 Let $F$ be a spanning tree (need not be the minimum) of $G$. If an edge of $G$ is $F$-heavy then it does not lie in the Minimum Spanning Tree of $G$. (Note that if an edge is $F$-light it may or may not be in the MST).

Proof: It is left for you to prove it formally. The proof proceeds by contradiction. Assume that the edge $(uv) \in E$ is $F$-heavy and it participates in the MST, $T$, of $G$. Consider the edges on the path $P(u, v)$ in $F$. Add all these edges to $T$ and remove the edge $(uv)$ from $T$, to obtain a graph $G'$. $G'$ is still connected. Remove one by one the edges added to $G'$ till $G'$ remains connected. Observe that the new tree achieved by this process is still a spanning tree and has weight lower than that of $T$, this contradicts the minimality of $T$. □

Given a spanning tree $F$ of $G$, how do we verify that it is MST of $G$. If all the edges in $E \setminus F$ are $F$-heavy then $F$ is the MST of $G$. How quickly can we test whether an edge is heavy or light?

It turns out that given a graph $G = (V, E)$ and a tree $F$, we can partition the edges of $G$ in two sets, the set of heavy edges and the set of light edges, with respect to $F$ in $O(|V| + |E|)$ time.

The algorithms are fairly complex and there are series of papers on these. In fact finding a simple algorithm for this problem is still open. With some effort one can obtain an algorithm that runs in time close to linear by using some range minima techniques, but the complexity will involve an extra factor corresponding to inverse-Ackerman functions.

3.4.3 Randomized Algorithm

Here are the main steps of the algorithm. The analysis is based on Timothy Chan’s paper [2].

---

Input: A connected graph $G = (V, E)$ with distinct edge weights.
Output: Minimum Spanning Tree $T$.

---

1. Reduce the number of vertices by executing three phases of Boruvka’s algorithm. Let the resulting graph be $G_1 = (V_1, E_1)$, where $|V_1| \leq |V|/8$ and $|E_1| \leq |E|$. Let $C$ be the set of contracted edges. (Running time: $O(|V| + |E|$))

2. Random Sampling: Choose each edge in $E_1$ with probability $p = 1/2$ to form the set $E_2$ and obtain the sampled graph $G_2 = (V_2 = V_1, E_2)$.

3. Compute Recursively the Minimum Spanning Tree of $G_2$, and let it be $F_2$. ($T(|V|/8, |E|/2)$)

4. Verification: Compute the set of $F_2$-light edges in $E_1$, and let this set be $E_3$. ($O(|V_1| + |E_1|)$ time)

5. Final MST: Compute MST, $F_3$, of the graph $G_3 = (V_3 = V_1, E_3)$. ($T(|V|/8, |V|/4)$)

6. Return the MST of $G$ as $C \cup F_3$.

---

Theorem 3.4.2 The above algorithm correctly computes the MST of $G$ in $O(|V| + |E|)$ time.

Proof: Correctness is straightforward. To estimate the complexity, the crux is in estimating the size of the set $E_3$, i.e., the size of the set of $F_2$-light edges in $E_1$. We will prove in the Sampling Lemma 3.4.4 that for a random subset $R \subset E$, the expected number of edges that are light with
respect to $\text{MST}(R)$ is at most $|E||V_1|/|R|$. In our case Expected value of $|R| = |E_1|/2 \leq |E|/2$, and hence the expected number of $F_2$-light edges will be at most $2|V_1| \leq |V|/4$. Hence the running time of this algorithm is given by the recurrence

$$T(|V|, |E|) = O(|V| + |E|) + T(|V|/8, |E|/2) + T(|V|/8, |V|/4),$$

which magically solves to $O(|V| + |E|)$. □

Before we describe the Sampling Lemma here are some technicalities. Consider that we are sampling the edges of the graph $G = (V, E)$, and the sampled edges form the subgraph $R$. We use the notation $R$ for both the set of edges as well as the sampled graph. Since we are sampling the edges, it is possible that the sampled graph $R$ of the graph $G$ is not connected, and hence there will not be any minimum spanning tree. We will fix a spanning tree $T_0$ of $G$, consisting of $|V| - 1$ edges and we will consider the minimum spanning tree of $R \cup T_0$, denoted as $\text{MST}(R)$. This will ensure the connectedness of the minimum spanning tree of $R$.

**Observation 3.4.3** Observe that an edge $e \in E$ is light with respect to $\text{MST}(R)$ if and only if $e \in \text{MST}(R \cup \{e\})$.

Proof: It is straightforward. If $e = (u, v)$ is light then there is some edge $e'$ on the unique path between $u$ and $v$ in $\text{MST}(R)$ such that its weight, $w(e') = w_{\text{MST}(R)}(u, v)$, and hence $e$ can be added to $\text{MST}(R)$ and $e'$ can be removed to obtain $\text{MST}(R \cup \{e\})$. Therefore $e \in \text{MST}(R \cup \{e\})$. Now suppose $e \in \text{MST}(R \cup \{e\})$. We need to show that $e$ is light with respect to $\text{MST}(R)$. Since $e$ is part of the MST, by definition it is light with respect to that MST. □

**Lemma 3.4.4** (Sampling Lemma) For a graph $G = (V, E)$ and a random subset $R \subset E$, of edges, the expected number of edges that are light with respect to $\text{MST}(R)$ is at most $|E||V|/|R|$.

Proof: Pick a random edge $e \in E$ (this choice is independent of the edges in $R$). We will prove that $e$ is light with respect to $\text{MST}(R)$ with probability at most $|V|/|R|$. From the Observation 3.4.3 this is same as finding what is the bound on the probability that $e \in \text{MST}(R \cup \{e\})$. Let $R' = R \cup \{e\}$. We will use the standard analysis technique, called as the backward analysis. First we will analyze the probability by fixing the set $R'$, and then we will show that the expression obtained is independent of the choice of the elements, but just the cardinality of the sets, and hence the probability holds unconditionally as well. Instead of adding a random edge to $R$, we will think of deleting a random edge from $R'$. (This helps since we know the elements of the set $R'$.) Note that $\text{MST}(R')$ has $|V| - 1$ edges, and $e$ is a random edge of $R'$, and hence the probability that $e$ is an edge from $\text{MST}(R')$, given a fixed choice of $R'$, is $(|V| - 1)/|R'| \leq |V|/|R|$. This bound is independent upon the choice of the set $R'$, and holds unconditionally as well. □

### 3.5 Exercises

#### 3.1
Let $S = (V, T)$ be a minimum cost spanning tree, where $|V| = n + 1$. Let $c_1 \leq c_2 \leq \ldots \leq c_n$ be the costs of the edges in $T$. Let $S'$ be an arbitrary spanning tree with edge costs $d_1 \leq d_2 \leq \ldots \leq d_n$. Show that $c_i \leq d_i$, for $1 \leq i \leq n$.

#### 3.2
Assume all edges in a graph $G$ have distinct cost. Show that the edge with the maximum cost in any cycle in $G$ cannot be in the Minimum Spanning Tree of $G$. Can you use this to design an algorithm for computing $\text{MST}$ of $G$ by deletion of edges, and what will be its complexity?
3.3 Recall that Dijkstra’s SSSP algorithm was for directed (or undirected) graphs where the weights of the edges are positive and we need to compute shortest paths from the source vertex to all other vertices in the graph. What happens when some of the edges have negative weights. Try to consider the cases where the algorithm will fail and where the algorithm will still work.

3.4 Design an efficient algorithm to find a spanning tree of a connected, (positive) weighted, undirected graph \( G = (V, E) \), such that the weight of the maximum-weight edge in the spanning tree is minimized (Justify your answer).

3.5 Let \( G = (V, E) \) be a weighted directed graph, where the weight of each edge is a positive integer and is bounded by a number \( X \). Show how shortest paths from a given source vertex \( s \) to all vertices of \( G \) can be computed in \( O(X|V| + |E|) \) time (Justify your answer).

3.6 Prove that if all edge weights are distinct then the minimum spanning tree of a simple undirected graph is unique.

3.7 Provide a formal proof of Lemma 3.4.1.

3.8 Suppose all edge weights are positive integers in the range \( 1..|V| \) in a connected graph \( G = (V, E) \). Devise an algorithm for computing Minimum Spanning Tree of \( G \) whose running time is better than that of Kruskal’s or Prim’s algorithm.

3.9 Consider a connected graph \( G = (V, E) \) where each edge has a non-zero weight. Furthermore assume that all edge weights are distinct. Show that for each vertex \( v \in V \), the edge incident to \( v \) with minimum weight belongs to a Minimum Spanning Tree. (Bonus Problem: Can you use this to devise an algorithm for MST - the above step identifies at least \( |V|/2 \) edges in MST - you can collapse these edges (by identifying the vertices and then recursively apply the same technique - the graph in the next step has at most half of the vertices that you started with - and so on!)

3.10 Prove that the distance values extracted from the priority queue over the entire execution of Dijkstra’s single source shortest path algorithm, in a directed connected graph with positive edge weights, is a NON-Decreasing sequence. Where is this fact used in the correctness of the algorithm?

3.11 Can you devise a faster algorithm for computing single source shortest path distances when all edge weights are 1? (Think of an algorithm that runs in \( O(|V| + |E|) \) time on a graph \( G = (V, E) \).)

3.12 Execute Dijkstra’s SSSP algorithm on the following graph on 7 vertices and 18 edges starting at the source vertex \( s \). The edges and their weights are listed in the following (the entry \( (xy, 10) \) means the edge directed from the vertex \( x \) to the vertex \( y \) with edge weight 10): \( (sb, 5), (sa, 10), (sf, 5), (bf, 6), (ba, 3), (be, 5), (bc, 5), (fe, 2), (ca, 3), (ce, 2), (cd, 5), (df, 1), (de, 1), (ef, 1), (ec, 1), (af, 1), (ae, 2) \).

3.13 Recall that Dijkstra’s SSSP algorithm only computes distances from source vertex to all the vertices. What modifications we should make to the algorithm so that it reports the shortest paths as well (in fact the collection of all these paths can be represented in a directed tree rooted at the source vertex).
3.14 Suppose in place of computing shortest path distance from a vertex to every other vertex, we are interested in finding the shortest path distances between every pair of vertices. Then one way to do this is to run Dijkstra’s algorithm $|V|$ times, where each vertex in the graph $G = (V, E)$ is considered as a source vertex once. Can you devise an algorithm that is asymptotically faster than just running Dijkstra’s algorithm $O(|V|)$ times?

3.15 Which of the following algorithms result in a minimum spanning tree? Justify your answer. Assume that the graph $G = (V, E)$ is connected.

1. Sort the edges with respect to decreasing weight.
   Set $T := E$.
   For each edge $e$ taken in the order of decreasing weight do, if $T - \{e\}$ is connected, then discard $e$ from $T$.
   Set $MST(G) = T$.

2. Set $T := \emptyset$.
   For each edge $e$, taken in arbitrary order do, if $T \cup \{e\}$ has no cycles then $T := T \cup \{e\}$.
   Set $MST(G) = T$.

3. Set $T := \emptyset$.
   For each edge $e$, taken in arbitrary order do begin
   $T := T \cup \{e\}$.
   If $T$ has a cycle $c$ then let $e'$ be a maximum weight edge on $c$.
   Set $T := T - \{e'\}$.
   end
   Set $MST(G) = T$.

3.16 A spanning tree $T$ of a undirected (positively) weighted graph $G$ is called a minimum bottleneck spanning tree (MBST) if the edge with the maximum cost is minimum among all possible spanning trees. Show that a MST is always a MBST. What about the converse?

3.17 Design a linear time algorithm to compute MBST. (Note that an edge with medium weight can be found in linear time. Consider the set of edges whose weight is smaller than the weight of the ‘median edge’. What happens if this graph is connected? disconnected?)

3.18 Consider an undirected (positively) weighted graph $G = (V, E)$ with a MST $T$ and a shortest path $\pi(s, t)$ between two vertices $s, t \in V$. Will $T$ still be an MST and $\pi(s, t)$ be a shortest path if
   a) Weight of each edge is multiplied by a fixed constant $c > 0$.
   b) Weight of each edge is incremented by a fixed constant $c > 0$. 
Chapter 4

Network Flow

4.1 What is a Flow Network

A flow network consists of the following:

1. A simple finite directed graph \( G = (V, E) \).
2. Two specified vertices, namely source \( s \) and target \( t \).
3. For each edge \( e \in E \), a non-negative number \( c(e) \) called the capacity. If a pair of vertices \( u \) and \( v \) are not joined by an edge, then \( c(u, v) = 0 \).

**Flow:** A flow function \( f \) in \( G \) is a real-valued function
\[
f : V \times V \to \mathbb{R}
\]
that satisfies the following three properties.

1. **Capacity Constraint:** For all \( u, v \in V \), \( f(u, v) \leq c(u, v) \).
2. **Skew Symmetry** (A tough constraint to see!): For all \( u, v \in V \), \( f(u, v) = -f(v, u) \). This is for notational purposes, and basically says that flow from a vertex \( u \) to vertex \( v \) is the negative of the flow in the reverse direction.
3. **Flow conservation:** For all \( u \in V - \{s, t\} \), \( \sum_{v \in V} f(u, v) = 0 \). This uses the skew symmetry property, otherwise we have to sum up the flow values coming into a vertex and that should be equal to the sum of the outgoing flow values from that vertex. This is same as the Kirchoff law for current in an electrical circuit, i.e. no node can hold the current, or no node can hold the flow, or whatever comes in goes out. There is no reservoir at a node.

The value of the flow is defined to be the flow out of the source \( s \) or the flow into the target \( t \), i.e.
\[
|f| = \sum_{v \in V} f(s, v) = \sum_{v \in V} f(v, t).
\]

The **Maximum Flow Problem** to find the flow of maximum value in a given flow network. Here is an example from Shimon Even’s book.
4.2 Ford and Fulkerson’s Algorithm

This is an iterative method for computing the flow.

**Ford-Fulkerson-Method** \((G, s, t)\)

1. Initialize the flow \(f\) to 0.
2. While there exists an augmenting path \(p\) augment the flow \(f\) along \(p\).
3. Return \(f\).

An augmenting path is a path from \(s\) to \(t\) along which additional flow can be sent. This path is found using the concept of residual networks. The residual network consists of those edges which can admit more flow. The residual capacity \(c_f(u, v)\) of an edge \((u, v)\) in a flow network is given by

\[
c_f(u, v) = c(u, v) - f(u, v).
\]

In our example \(c_f(a, b) = 12 - 4 = 8, c_f(s, c) = 4 - 4 = 0, c_f(b, a) = c(b, a) - f(b, a) = 0 - (-4) = 4\).

Given a flow network \(G\) and the flow function \(f\), the residual network \(G_f = (V, E_f)\) consists of the same vertex set and the edges \(E_f\) are defined as follows:

\[
E_f = \{(u, v) \in V \times V : c_f(u, v) > 0\}.
\]

The residual network of our example is

---

An additional flow of value 3 can be pushed along the red augmenting path.
As we can see that there is an augmenting path in this network (the red path), and the flow can be augmented along this path, by a value of 3. Hence we get a new flow network with the total flow value equals to \( 7 = 4 + 3 \).

The new residual network that we get is the following, and there is an augmenting path that further increases the flow value by 3.

An additional flow of value 3 can be pushed along the red augmenting path.

Here is the new flow graph and the corresponding residual network.
This will continue for two more iterations and after that there is no path between $s$ and $t$ in the residual network. Here are the figures.

Now consider the residual network in the last step, where there are no paths joining $s$ and $t$. As can be seen from the figure, there is a path from $s$ to every vertex in the set $\{s, a, b\}$, and there are paths from vertices $\{c, d, t\}$ to $t$. This automatically partitions the set of vertices into two, call it a $s - t$ cut $\{S, T\}$, where $s \in S$ and $t \in T$ (in our example, $S = \{s, a, b\}$ and $T = \{c, d, t\}$). Define the capacity of a cut as follows

$$c(S, T) = \sum_{u \in S, v \in T} c(u, v).$$
In other words consider the edges crossing the cut, and sum up the capacities of the edges which go from a vertex in the set $S$ to a vertex in the set $T$. Define the net flow across the cut to be

$$f(S, T) = \sum_{u \in S, v \in T} f(u, v).$$

In other words the net flow is the sum of the positive flow on edges going from $S$ to $T$ minus the sum of the positive flows on edges going from $T$ to $S$ (recall the skew symmetry property). Amazingly in our example $f(S, T) = c(S, T)$. Is it always true or just a luck! Before we get to this, a few observations.

**Observation 4.2.1** For any $s - t$ cut $S$, $T$, and flow $f$

$$|f| \leq c(S, T).$$

This follows from the definition of the flow across the cut. The flow $f(S, T)$ is defined to be the sum of the positive flows along the edges in the forward direction, i.e. the ones going from vertices in $S$ to vertices in $T$ minus the sum of the positive flows along the edges in the reverse direction. If we ignore the reverse direction, then clearly the flow along each edge in the forward direction is bounded by the capacity of the edge. Sum of these capacities is the capacity of the cut and hence the observation.

The following observation explains why the flow $f'$ found using the augmenting paths in the residual graph $G_f$, can be augmented with the flow $f$ in $G$, to obtain a new flow in $G$ of a higher value $|f + f'| \geq |f|$.

**Observation 4.2.2** Let $G$ be the flow network with flow $f$ and $G_f$ be the corresponding residual network and let $f'$ be the flow in $G_f$. Then the flow sum $f + f'$ is a flow in $G$ and its value is $|f + f'| = |f| + |f'|$.

Proof: To prove that $f + f'$ is a flow in $G$, we need to prove that the three conditions are satisfied. I will prove here the capacity constraint, and others can be verified similarly. The capacity constraint follows from

$$(f + f')(u, v) = f(u, v) + f'(u, v) \leq f(u, v) + (c(u, v) - f(u, v)) = c(u, v).$$
Observe that
\[ |f + f'| = \sum_{v \in V} (f + f')(s, v) = \sum_{v \in V} f(s, v) + \sum_{v \in V} f'(s, v) = |f| + |f'|. \]

**Theorem 4.2.3** Let \( f \) be a valid flow in the flow network \( G = (V, E) \) from the source \( s \) to the target \( t \), then the following statements are equivalent.

1. Flow \( f \) is a maximum flow.
2. Residual network \( G_f \) does not contain an augmenting path.
3. There exists some cut \( c(S, T) \) such that \( |f| = c(S, T) \).

This is the famous max flow min cut theorem.

Proof: Recall that to prove that the three statements are equivalent we need to show that

1 \( \Rightarrow \) 2 \( \Rightarrow \) 3 \( \Rightarrow \) 1.

1 \( \Rightarrow \) 2: Let \( f \) be a maximum flow and, for contradiction, assume that there exists an augmenting path in \( G_f \). Then we can increase the flow along the path using Observation 4.2.2 and contradicting that \( f \) is a maximum flow.

2 \( \Rightarrow \) 3: Define the set
\[ S = \{ v \in V | \text{there is a path from } s \text{ to } v \text{ in } G_f \} \]
and
\[ T = V - S. \]

Also observe that \( s \in S \) and \( t \in T \), so it is a valid \( s - t \) cut. Moreover for all edges \((u, v)\) crossing the cut, where \( u \in S \) and \( v \in T \), \( f(u, v) = c(u, v) \), otherwise \((u, v) \in E_f \) and \( v \in S \), which is not possible. Net flow across the cut \( (S, T) \) is \( |f| \). Why? (Think about this yourself!) So we have shown a cut where 3 holds.

3 \( \Rightarrow \) 1: We know that the capacity of any cut is an upper bound to the value of the flow. If for a cut we obtain the equality, then we have attained the max-flow. (In other words the capacity of minimum cut is the value of the maximum flow!). □

This proves the correctness of the Ford-Fulkerson algorithm. The algorithm iteratively increases the value of the flow using augmenting paths and return the value of the flow, the maximum flow, when it is not able to find augmenting paths in the residual graph. How do we analyze the complexity of this algorithm?

First a special case where all capacities are integers. Observe that value of all flows computed during the algorithm are integers. In each iteration of the algorithm, the value of flow increases by at least 1. If \( f^* \) is a maximum flow, then the number of iterations in the algorithm are bounded by \( |f^*| \). It is easy to see that each iteration requires \( O(|E|) \) time; this involves computing residual graph (i.e. capacities on at most \( 2|E| \) edges), and computing a path between \( s \) and \( t \) (directed dfs or bfs). Hence the algorithm runs in \( O(|f^*||E|) \) time - this is a strange complexity since the running time depends upon the value of the output! Is there a better way to analyze this algorithm!
4.3 Edmonds-Karp Algorithm

In this variation, the computation of the augmenting path is done using a BFS tree rooted at \( s \). Augmenting path is a shortest path (in the unweighted residual graph) from \( s \) to \( t \). It turns out that this variation leads to an algorithm that runs in \( O(|V||E|^2) \) time. Here is the main lemma - let \( \delta_f(s, v) \) denote the shortest path distance between \( s \) and \( v \) in the unweighted residual graph \( G_f \), corresponding to the flow network \( G \) with flow function \( f \).

**Lemma 4.3.1** Shortest path distance for all vertices \( v \in V - \{s, t\} \) in \( G_f \) increases monotonically with each flow augmentation.

Proof: By contradiction.

Caution: This is a little bit strange proof, and the proof in generic terms goes as follows. To prove the statement \( P \), the contradictory proof assumes that \( \neg P \) is true. Inside the proof we need to prove a claim \( C \), which in turn is proved using the contradiction. Say \( \neg C \) is true. The contradiction is arrived by showing that \( \neg C \) is true only if \( P \) is true, but since \( \neg P \) is assumed to be true, implying that \( C \) is true. Once we show that \( C \) is true, the contradiction to the original assumption is arrived at. (Wow! Pay attention)

Assume that for a vertex \( v \in V - \{s, t\} \), the shortest path decreases after a flow augmentation. Let \( f \) be the flow before the augmentation and \( f' \) be the flow after the augmentation. Let \( v \) be the vertex with minimum \( \delta_f(s, v) \) whose distance was decreased by the augmentation (i.e. \( \delta_f(s, v) < \delta_f'(s, v) \)). Let \( u \) be the vertex just before \( v \) in the shortest path from \( s \) to \( v \) in \( G_f \), i.e. \( (u, v) \in E_f \). Then \( \delta_f(s, u) = \delta_f'(s, v) - 1 \). Moreover, \( \delta_f'(s, u) \geq \delta_f(s, u) \) (by choice of \( v \)).

Now we will show that \((u, v) \notin E_f\), and as a consequence of that we will arrive to contradiction (somehow!).

First why \((u, v) \notin E_f\)? Suppose \((u, v) \in E_f\), then \( \delta_f(s, v) \leq \delta_f(s, u) + 1 \) (triangle inequality - sum of two sides of the triangle is at least as big as the third side). But, \( \delta_f(s, u) + 1 \leq \delta_f'(s, u) + 1 = \delta_f'(s, v) \). This implies that \( \delta_f(s, v) \leq \delta_f'(s, v) \), contradicts our assumption!

Now consider the scenario that \((u, v) \notin E_f\) and \((u, v) \in E_f\). The flow from \( v \) to \( u \) must have been increased in Edmonds - Karp algorithm and this edge must be on a shortest path. This implies that \( \delta_f'(s, v) = \delta_f(s, u) - 1 \leq \delta_f'(s, u) - 1 = \delta_f'(s, v) - 2 \), and this contradicts the assumption that \( \delta_f'(s, v) < \delta_f(s, v) \). \( \square \)

In each iteration of the augmenting path algorithm, at least one edge becomes critical, i.e. flow value becomes equal to its capacity. The critical edge disappears from the residual network. Of course the flow along this edge may be decreased in the future, and this edge may reappear again in the residual network, but this cannot happen more than \(|V|/2\) times. Why?. Say \((u, v)\) became critical, then \( \delta_f(s, v) = \delta_f(s, u) + 1 \). Flow along \((u, v)\) is decreased only if \((u, v)\) appears on an augmenting path, let \( f' \) be the flow then, \( \delta_f'(u) = \delta_f'(v) + 1 \). Since the shortest path distances are monotone, this implies that

\[
\delta_f'(s, u) = \delta_f'(v) + 1 \geq \delta_f(s, v) + 1 = \delta_f(s, u) + 2.
\]

Therefore the distance to \( u \) from the source has increased by at least 2 between two consecutive times that \((u, v)\) became critical. The maximum distance is at most \(|V|\) and hence an edge can become critical about \(|V|/2\) times. There are \( O(|E|) \) edges in all in the residual graph, and hence the number of augmentations (or iterations) are bounded by \( O(|V||E|) \) times. Each augmentation can be implemented in \( O(|E|) \) time, and hence flow between \( s \) and \( t \) in the graph \( G = (V, E) \) can be computed in \( O(|V||E|^2) \) time.
4.4 Applications of Network Flow

We can use the flow networks to compute Maximum Matching in a Bipartite Graphs. Recall that a Graph $G = (V = A \cup B, E)$ is bipartite, if the set of vertex $V$ is partitioned into two sets $A$ and $B$, such that all the edges in the graph are between vertices of $A$ to vertices in $B$. A matching in a graph is a collection of edges such that no two edges in the matching are incident to the same vertex. A matching in $G$ is called a maximum matching if the cardinality of the number of edges in it is maximum among all matchings in $G$. Note that there can be a number of maximum matching in a graph. Using flow networks we can compute easily maximum matching in $G$. Here is the simple method. We add two vertices, namely $s$ and $t$, to the set of vertices in $G$. Vertex $s$ is connected to all the vertices in the set $A$, and the capacity of all these edges is set to 1. The capacity of all the edges in the set $E$, i.e., the edges joining vertices in the set $A$ to vertices in the set $B$, is set to 1. Lastly vertices in $B$ are joined to $t$, and the capacity of these edges is set to 1. Let $G'$ be the resulting graph. Compute the maximum $s-t$ flow in $G'$. Observe that the value of the flow is the size of the maximum matching. Why?

Note that value of flow in each of the edge will be an integral value, since all capacities are integers (this is one of the exercises in [3]). Since the capacity of all the edges between vertices in $A$ and $B$ is 1, the value of flow on these edges will either be 0 or 1. This implies that no two edges in $E$ incident on the same vertex will ever have nonzero flow. In other words the edges in $E$ which have nonzero flow are the edges in a matching. Also maximum matching corresponds to a largest set of independent edges in $G$ and each of these edges can admit a flow of value 1 and at the same time satisfy all the three conditions required for a flow network. Hence maximum matching in $G$ corresponds to a valid flow in $G'$.

4.5 Exercises

4.1 Construct a network flow example with 7 vertices and 11 directed edges, where each edge has a positive capacity and compute the maximum flow and minimum cut in this graph. You should show some of the steps in the algorithm. (Follow Edmonds-Karp shortest path heuristic).

4.2 Assume that we have a network flow graph $G = (V, E)$ with positive capacities on each of the edges and two specified vertices $s$ and $t$. Suggest an efficient algorithm to find an edge in $E$, such that setting its capacity to zero (i.e. deleting this edge) will result in the largest decrease in the maximum flow in the resulting graph.

4.3 What is the total number of flow augmentations that are performed when in place of taking an arbitrary path in the residual network, we take the shortest path (i.e., the path with minimum number of links)? Please do not provide proof for this - just a couple of line of reasoning is sufficient.
Chapter 5

Separators in a Planar Graph

This chapter is based on Kozen [9] and the famous paper of Lipton and Tarjan on planar separator theorem. Earlier we have seen that in a binary tree on \( n \)-nodes, there exists a vertex such that whose removal leaves no component having more than \( 2(n+1)/3 \) nodes. This can be extended quite easily to outerplanar graphs, where we can remove a pair of vertices such that none of the components have more that \( 2(n+1)/3 \) nodes. Usually this phenomenon is referred to as a balanced decomposition using small size separators. This is a ‘key idea’ in most of the divide and conquer type algorithms on these graphs. As can be seen that the depth of recursion will be \( O(\log n) \) and since the size of the separator is small, the “merge” step will be economical as well. First we start with some preliminaries and then we will prove that in a planar graph there exists a separator of size \( O(\sqrt{n}) \).

5.1 Preliminaries

Definition 5.1.1 A graph is called planar if the vertices and edges can be laid out (embedded) in the plane so that no two edges intersect except at their end points.

Definition 5.1.2 In an embedded planar graph, we have vertices, edges and faces. The dual of a planar graph \( G \) is the planar graph \( G^* \) whose vertices correspond to faces of \( G \) and two vertices in \( G^* \) are joined together if the corresponding faces in \( G \) share an edge.

Definition 5.1.3 A planar graph \( G \) is triangulated if each of its face is a triangle, i.e., it is bounded by three edges. In other words, in the dual each vertex has degree three.

Definition 5.1.4 A set \( S \subseteq V \) for a graph \( G = (V, E) \) is called a separator, if removal of vertices (and incident edges on these vertices) from \( G \) results in two disjoint sets of vertices \( A, B \subseteq V \) with no edges between them. If the sizes of the sets \( A \) and \( B \) are a constant fraction of that of the size of \( V \), then \( S \) is called as a balanced separator.

Definition 5.1.5 A planar graph \( G = (V, E) \) consists of at most \( |E| = 3|V| - 6 \) edges. This follows from Euler’s relation, i.e. \( |V| - |E| + |F| = 2 \). You may like to check the proof at

http:\/\www.ics.uci.edu/~eppstein/junkyard/euler/
**Definition 5.1.6** A *outerplanar graph* is a planar graph such that all vertices lie on a single face (usually referred to as the outerface).

**Definition 5.1.7** The dual of a triangulated outerplanar graph is a binary tree.

We have seen that complete graph on five vertices, $K_5$, and complete bipartite graph on six vertices, $K_{3,3}$, is nonplanar. It is easy to see that a tree is planar, and as well as outerplanar graphs are planar. Both of these graphs admit small size separators to get a balanced decomposition. What we will prove in this chapter is that in fact planar graphs have the similar property. This is the theorem we will like to prove:

**Theorem 5.1.8** [Lipton and Tarjan] Let $G = (V, E)$ be an embedded undirected triangulated planar graph, where $n = |V|$. There exists a partition of $V$ into disjoint sets $A$, $B$, and $S$, such that

1. $|A|, |B| \leq \frac{2n}{3}$
2. $|S| \leq 4\sqrt{n}$
3. There is no edge in $E$ that joins a vertex in $A$ with a vertex in $B$.
4. Such a set $S$ can be found in linear time.

It will turn out that the way we prove this theorem, it will lead to a linear time algorithm for finding such a separator. Note that if the given graph is not embedded in the plane, then there is a linear time algorithm by Hopcroft and Tarjan that embeds it. In fact that algorithm also figure out in linear time whether the given graph is planar or not, and if it is planar it finds an embedding of it in the plane. Also if the planar graph is not triangulated, then it can be triangulated in linear time, by inserting required number of edges. Other than this essentially we will use breadth first and the concept of fundamental cycles to prove this theorem.

### 5.2 Proof of the Planar Separator Theorem

Assume that the graph $G = (V, E)$ is undirected, connected, planar, triangulated and embedded. The first step in the proof/algorithm is to do a breadth-first search starting at an arbitrary vertex, say $s$, in $G$, and assign levels to vertices. Vertex $s$ is at level 0, vertices adjacent to $s$ are at level 1, vertices adjacent to level 1 vertices that have not been assigned any level are level 2 vertices, and so on. Let $l$ be the last level, and pretend that there is a level $l + 1$ which consists of no vertex (this is just required for the proof!). Let $L(t)$ denote the set of vertices that are in level $t$, $0 \leq t \leq l$. Recall that in BFS, no edge can cross over two or more levels. All edges must connect vertices in the same level or consecutive level. Observe that each of the level, $L(t)$, for $0 < t < l$, is a separator in its own right, although may not be of small size and may not lead to a balanced decomposition!

Let $t_1$ be the middle level, that is the one which contains the vertex number $n/2$ in the BFS numbering. Consider the set $L(t_1)$. Note that $|\bigcup_{t_1 < t} L(t)| < n/2$ and $|\bigcup_{t \leq t_1} L(t)| \geq n/2$. If $|L(t_1)| \leq 4\sqrt{n}$, then $S = L(t_1)$ and we are done. It is not necessary that $L(t_1)$ may satisfy the requirements on the size of the separator. Here is the lemma which will be very handy in that case.

**Lemma 5.2.1** There exists levels $t_0 \leq t_1$ and $t_2 > t_1$ such that, $t_2 - t_0 \leq \sqrt{n}$, $|L(t_0)| \leq \sqrt{n}$ and $|L(t_2)| \leq \sqrt{n}$.
Proof: Note that $|L(0)| = 1$ and $|L(l + 1)| = 0$. Let $t_0 \leq t_1$ be the largest number such that $|L(t_0)| \leq \sqrt{n}$. Let $t_2 > t_1$ be the smallest number such that $|L(t_2)| \leq \sqrt{n}$. Note that every level between $t_0$ and $t_2$ contains more than $\sqrt{n}$ vertices, therefore by pigeon hole principle they must be fewer than $\sqrt{n}$ levels between $t_0$ and $t_2$, otherwise $G$ will have more than $n$ vertices! Therefore $t_2 - t_0 \leq \sqrt{n}$ \ \Box

Define three sets $C$, $D$ and $E$ as follows: $C = \cup_{t<t_0} L(t)$, $D = \cup_{t_0<t<t_2} L(t)$ and $E = \cup_{t>t_2} L(t)$. If $|D| \leq 2/3n$, then we have the required separator, by setting $S = L(t_0) \cup L(t_2)$, $A$ the largest of $C$, $D$ or $E$ and $B$ the union of the other two.

What if $|D| > 2/3n$? Then both the sets $C$ and $E$ are small, have less than $1/3n$ vertices. We will find a $1/3 - 2/3$ separator of $S_D$, of $D$, of size at most $2\sqrt{n}$. Let $D$ be split into $D'$ and $D''$ by $S_D$. Then $S$ will include the vertices in $L(t_0), L(t_2)$, and the separator vertices $S_D$. Set $A = \max(C, E) \cup \min(D', D'')$ and $B = \min(C, E) \cup \max(D', D'')$. Observe that $S, A$, and $B$ satisfy the required size criteria.

Next we will present some ideas regarding finding the separator $S_D$ of $D$. First we remove all the vertices that are not in $D$, except the start vertex $s$. We connect $s$ to all the vertices in level $t_0 + 1$. This can be done still preserving the planarity of $D$, since the original graph is planar. Now we construct a spanning tree $T$ in $D$, such that its diameter is at most $2\sqrt{n}$. Start with vertices in level $L(t_2 - 1)$. For each vertex in this level, choose one of the vertex in the previous level $L(t_2 - 2)$, adjacent to it as its parent. Continue this process with vertices in levels $t_2 - 2$, $t_2 - 3$, $\cdots$, to obtain the tree $T$. Next we state two lemmas, that are easy to prove, that will show the critical property relating the tree $T$, the planar graph $D$, its dual $D^*$, and the dual tree $T^*$.

Lemma 5.2.2 Let $G = (V, E)$ be a connected planar graph and $G^*$ be its dual. For any $E' \subseteq E$, the subgraph $(V, E')$ has a cycle if and only if the subgraph $(V^*, E - E')$ of $G^*$ is disconnected.

Lemma 5.2.3 Let $G = (V, E)$ be a connected planar graph with dual $G^* = (V^*, E)$ and let $E' \subseteq E$. Then $(V, E')$ is a spanning tree of $G$ if and only if $(V^*, E - E')$ is a spanning tree in $G^*$ (see Figure 5.1 for an illustration).

Let $E_T$ be the edges in the spanning tree $T$ in $D$. Recall that the diameter of $T$ is at most $2\sqrt{n}$. Also $D$ is triangulated. Consider the dual $D^*$ of $D$, and consider the edges in $E - E_T$. They define a spanning tree $T'$ in $D^*$. Also we can orient each edge in $T'$ away from the root. Pick a face of $D$ (say its outer face) and choose this as the root $T'$.

For each step of DFS, one of the following four cases will occur (see Figure 5.2)

Case 1: DFS visits a leaf of $T'$ (i.e. a triangular face of $D$). Then $I(e) = 0$, $|c(e)| = 3$, and $c(e) = \{x, u, v\}$. 
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Figure 5.1: The edges of \((V, E')\) are in bold-solid. The edges of \((V^*, E - E')\) are dashed-bold and the planar graph edges are in solid.
Figure 5.2: Bold edges represent the DFS traversal of faces of $D$ corresponding to the tree $T'$. Dashed edges corresponds to edges in $E - E_T$ and solid edges corresponds to edges in $E_T$, i.e. a spanning tree of $D$. 
Case 2: DFS visits a triangle corresponding to an edge \( e = (u, v) \in E - E_T \), its degree is two and the other edge of the triangle is \( e' = (u', v) \in E - E_T \) which was visited in the previous step. Moreover \( u' \in c(e) \). Then \( I(e) = I(e') \), \( |c(e)| = |c(e')| + 1 \), and \( c(e) = uc(e') \).

Case 3: DFS visits a triangle corresponding to an edge \( e = (u, v) \in E - E_T \), its degree is two and the other edge of the triangle is \( e' = (u', v) \in E - E_T \) which was visited in the previous step. Moreover \( u' \notin c(e) \). Then \( I(e) = I(e') + 1 \), \( |c(e)| = |c(e')| - 1 \), and \( c(e) \) equals to \( c(e') \) except that \( u' \) is removed from the front of the list.

Case 4: DFS visits a triangle corresponding to edge \( e = (u, v) \in E - E_T \) and its degree is three. The other two edges \( e' = (u, y) \in E - E_T \) and \( e'' = (vy) \in E - E_T \) have been already visited by the DFS. Let \( p \) be the common path between the cycles \( c(e') \) and \( c(e'') \). One of the end points of \( p \) is \( x \), and the other end point is \( y \). Then \( I(e) = I(e') + I(e'') + |p| - 1 \), \( |c(e)| = |c(e')| + |C(e'')| - 2|p| + 1 \), and \( c(e) \) consists of \( e' xe'' \), where \( c' \) is the cycle \( c(e') \) with path \( p \) removed, and similarly \( c'' \) is the cycle \( c(e'') \) with path \( p \) removed.

### Lemma 5.2.4
In the above setting of the graph \( D \), there exists an edge \( e \in E - E_T \) such that \( I(e) \leq 2/3n \) and \( n - (I(e) + |c(e)|) \leq 2/3n \).

**Proof:** Let \( e \in E - E_T \) be the first edge in the leaf to root path in \( T' \) such that \( I(e) + |c(e)| \geq n/3 \). Then \( n - (I(e) + |c(e)|) \leq 2/3n \). We will prove that \( I(e) \leq 2/3n \). The edge \( e \) corresponds to one of the four cases encountered in the DFS.

1. In Case 1, \( I(e) = 0 \leq 2/3n \).
2. In Case 2, \( I(e) + |c(e)| = I(e') + |c(e')| + 1 \), and \( I(e) + |c(e')| < n/3 \), and hence \( I(e) + |c(e)| \leq 2/3n \).
3. In Case 3, since \( I(e) + |c(e)| = I(e') + |c(e')| \), \( e \) cannot be the first edge with this property.
4. In Case 4, \( I(e') + |c(e')| < n/3 \) and so is \( I(e'') + |c(e'')| < n/3 \). \( I(e) + |c(e)| = I(e') + I(e'') + |p| - 1 + |c(e')| + |c(e'')| - 2|p| + 1 \leq 2/3n - |p| \leq 2/3n \).

\( \Box \)

### 5.3 Exercises

5.1 Let \( T = (V, E) \) be a connected undirected tree such that each vertex has degree at most 3. Let \( n = |V| \). Show that \( T \) has an edge whose removal disconnects \( T \) into two disjoint subtrees with no more than \((2n+1)/3\) vertices each. Give a linear time algorithm to find such and edge; prove its correctness.

5.2 Provide an algorithm running in \( O(n \log k) \) time to partition the binary tree on \( n \) vertices into \( k \) (\( k \leq n \)) subtrees, so that each of the subtree is of size at most \((2/3)^k n \). Try to see whether you can improve the running time of this algorithm (this is not easy!).

5.3 Prove the weighted version of the planar-separator theorem. Let \( G = (V, E) \) be an embedded undirected triangulated planar graph, where \( n = |V| \). Each vertex \( v \in V \) has a positive weight \( w(v) \geq 0 \) and \( \sum_{v \in V} w(v) = 1 \). There exists a partition of \( V \) into disjoint sets \( A \), \( B \), and \( S \), such that
1. \( w(A), w(B) \leq \frac{2}{3} \), where \( w(A) \) is the sum total of weights of all the vertices in set \( A \)

2. \( |S| \leq 4\sqrt{n} \)

3. There is no edge in \( E \) that joins a vertex in \( A \) with a vertex in \( B \).

4. Such a set \( S \) can be found in linear time.

5.4 Prove Lemma 5.2.2. Let \( G = (V, E) \) be a connected planar graph and \( G^* \) be its dual. For any \( E' \subseteq E \), the subgraph \( (V, E') \) has a cycle if and only if the subgraph \( (V^*, E - E') \) of \( G^* \) is disconnected.

5.5 Let \( T = (V, E) \) be a connected undirected tree such that all of its vertices have degree at most 3. Let \( n = |V| \). Show that \( T \) has an edge whose removal disconnects \( T \) into two disjoint subtrees with no more than \( \frac{2n+1}{3} \) vertices each.
Chapter 6

Lowest Common Ancestor

Given a rooted binary tree $T$ on $n$ nodes, we are asked to preprocess it in $O(n)$ time so that the following type of queries can be answered in $O(1)$ time. Given any two nodes $u$ and $v$ of $T$, report their Lowest Common Ancestor $LCA(u, v)$, i.e., among all the common ancestors of nodes $u$ and $v$, find the one which is furthest from the root of $T$. This subproblem arises in many graph applications. Original algorithm is due to Harel and Tarjan [1984]. Many years later, Schieber and Vishkin [1993] proposed a new algorithm for the same problem while studying parallel algorithms. Both of these algorithms are fairly complex and are considered to be far from being implementable. Recently, Bender and Farach-Colton [2000] proposed a fairly simple algorithm for the LCA problem, and that’s what we present in this chapter.

It is well known that the following Range Minima Problem (RMQ) is related to the LCA problem. Given an array $A[1...n]$ consisting of $n$ numbers, preprocess it so that given any two indices $i$ and $j$, where $1 \leq i \leq j \leq n$, report the minimum element (or its index in $A$) in the subarray $A[i...j]$. Next we will show the reduction of the LCA problem to RMQ problem, and then provide a solution for the RMQ problem.

6.1 LCA → RMQ

Let $T$ be the given binary rooted tree. Consider the depth first search traversal of $T$. Observe that the shallowest node encountered in the depth first traversal of $T$ between $u$ and $v$ is the node corresponding to $LCA(u, v)$. (Recall that the main property of dfs traversal is that once it enters a subtree, then it completely visits all the nodes in the subtree - this sort of corresponds to a nice bracketing sequence.) Our aim is to find this node using the RMQs.

Corresponding to the dfs traversal of $T$, let $E$ be the Euler tour. Recall that $E$ stores the nodes of $T$ in the same order as they are visited during the dfs traversal. The tour $E$ consists of $2n - 1$ entries. Let the level of a node in $T$ be its distance from the root. Corresponding to $E$, define a level array $L[1...2n-1]$ which stores the level of the node $E[i]$ in $L[i]$. Furthermore, observe that a node may appear several times in Euler tour. For each node $x \in T$, we maintain an index $R(x)$ that stores the index of the first appearance of $x$ in $E$. Given our notation, the nodes between $E[R(u),...,R(v)]$ are nodes in Euler tour between the first visits of $u$ and $v$. What is the shallowest node among the nodes in $E[R(u),...,R(v)]$? For this we will look at the corresponding entries in the level array $L$. More precisely, we need to report what is the minimum element in the subarray $L[R(u)...R(v)]$; this returns us the index of the shallowest node (one with the smallest level) and
denote this by \( RMQ_L[R(u)\ldots R(v)] \). Hence, \( LCA(u, v) = E[RMQ_L[R(u)\ldots R(v)]] \).

**Lemma 6.1.1** LCA problem on a rooted binary tree \( T \) of \( n \) nodes can be converted to the range minima query problem on an array \( L \) of size \( 2n - 1 \) elements. The reduction takes \( O(n) \) time. Moreover, LCA queries can be answered within \( O(1) \) time in addition to the time required to answer the range minima queries on \( L \).

**Proof.** Notice that the depth first traversal and the construction of Euler tour of \( T \) can be done in \( O(n) \) time. Within the same time bounds we can maintain the level array as well as keep track of the first appearance of each node in Euler tour. Hence the conversion can be done in linear time.

Given the query, \( LCA(u, v) \), we need to find the representatives \( R(u) \) and \( R(v) \) in \( E \), then need to answer the query \( RMQ_L[R(u)\ldots R(v)] \) followed by one more look up in the array \( E \) to report the node corresponding to \( LCA(u, v) \). This computation only requires a few pointer manipulation and hence requires \( O(1) \) time in addition to answering the range minima query.

---

**6.2 Range Minima Queries**

Let \( A \) be the array of length \( n \) consisting of numbers. Our task is to preprocess \( A \) so that the range minima queries \( RMQ(i, j), 1 \leq i \leq j \leq n \), can be answered in \( O(1) \) time.

**6.2.1 A naive \( O(n^2) \) algorithm**

A simple way to achieve a constant query time is to precompute and store minima for each possible query. In all there are \( O(n^2) \) possible queries of type \( RMQ(i, j) \), where \( 1 \leq i \leq j \leq n \), and for each of them we can compute and store the minima in the range \( A[i, \ldots, j] \). It is easy to see that this computation can be done in \( O(n^2) \) time and then given a query it can be answered in \( O(1) \) time.

**6.2.2 An \( O(n \log n) \) algorithm**

In place of precomputing minima for each possible query, now we precompute minima’s for only \( O(n \log n) \) selected types of queries. For every \( i \) between \( 1 \) and \( n \) and for every \( j \) between \( 1 \) and \( \log n \), we find minimum element in the subarray \( A[i, \ldots, i + 2^j] \) (we are sloppy with boundary conditions here to keep it simple) and store it in a table in location \( M[i, j] \). Next we show that using dynamic programming the table \( M \) can be computed in \( O(n \log n) \) time. Minima in a subarray of size \( 2^j \) is computed by looking at the minima of two constituent blocks of size \( 2^{j-1} \). Either \( M[i, j] = M[i, j - 1] \) or \( M[i, j] = M[i + 2^{j-1} - 1, j - 1] \).

How do we answer a range minimum query in \( O(1) \) time? Let the query be \( RMQ(i, j) \), where \( 1 \leq i \leq j \leq n \). First compute \( k = \lfloor \log_2 j - i \rfloor \). Now observe that \( 2^k \) is the largest interval, that is a power of 2, that fits in the range from \( i \) to \( j \). Compute \( RMQ(i, j) \) be finding out the minimum of two entries in the table, namely \( M[i, k] \) and \( M[j - 2^k + 1, k] \). Notice that these two table values have been precomputed and hence query can be answered in \( O(1) \) time.

**Lemma 6.2.1** An array \( A \) consisting of \( n \) numbers can be preprocessed in \( O(n \log n) \) time so that the range minima queries can be answered in \( O(1) \) time.
6.2.3 An $O(n)$ algorithm with ±1 property

Consider the following special case of the array $A$ where each element differs from its previous element either by a +1 or a −1 (this is especially true for the LCA problem as levels of consecutive nodes in Euler tour differs by 1). We will show that in this case $A$ can be preprocessed in $O(n)$ time and RMQs can be answered in $O(1)$ time.

The strategy is pretty simple. First we partition array $A$ into subarrays, where each subarray is of size $\frac{\log n}{2}$ (we are assuming that $n$ is a nice power of 2, otherwise we have to use floors and ceilings and that will not add anything more in terms of understanding.) Within each subarray we find the minimum value and then store all these minimas in an array $A'$. Notice that the size of the array $A'$ is $\frac{2n}{\log n}$ and hence it can be preprocessed in $O(n)$ time by using Lemma 6.2.1.

Consider a range minima query $RMQ(i, j)$ in array $A$, where $i \leq j$. It is answered as follows: Indices $i$ and $j$ may fall within the same subarray, therefore we need to preprocess each subarray for answering RMQs. If $i$ and $j$ fall in different subarrays then we compute the following three quantities:

1. Minimum value starting at index $i$ up to the end of the subarray containing $i$.
2. Minimum value among the subarrays between the subarray containing $i$ and $j$. This is computed using the preprocessing done for $A'$ in constant time.
3. Minimum value from the beginning up to the index $j$ within the subarray containing $j$.

Now our subproblem is reduced to solving the RMQ problem in subarrays of size $\frac{\log n}{2}$ with ±1 property. The key observation here is that we do not have too many different kinds of these subarrays.

**Claim 6.2.2** Given two arrays of same size where each element in the first array is constant value more than the corresponding element in the second array, then the answer to RMQ queries (i.e. the index) is identical in both the arrays.

Essentially the preprocessing and the RMQ queries work with relative order of elements in these arrays, and they do not need actual values of the elements. Hence for the two subarrays within the above claim, same preprocessing is sufficient to answer RMQ queries. We normalize each of the subarrays by first subtracting the initial value from each of the elements. Next we show that there are only $O(\sqrt{n})$ normal subarrays.

**Claim 6.2.3** There are at most $O(\sqrt{n})$ normalized subarrays. Each subarray has length $\frac{\log n}{2}$, where the first element is a 0, and the elements in the array satisfy ±1 property.

**Proof.** Each normalized subarray can be specified by a ±1 vector. Therefore, there are only $2^{\frac{\log n - 1}{2}} = O(\sqrt{n})$ different types of subarrays of length $\frac{1}{2} \log n$. We preprocess each of these subarrays in $O(\log^2 n)$ time to answer RMQ queries in $O(1)$ time using the naive algorithm. The preprocessing requires in all $O(\sqrt{n} \log^2 n)$ time. We summarize the results in the following.

**Lemma 6.2.4** An array $A$ consisting of $n$-numbers satisfying the ±1 property can be preprocessed in $O(n)$ time so that the range minima queries can be answered in $O(1)$ time.

**Corollary 6.2.5** A binary tree on $n$-nodes can be preprocessed in $O(n)$ time so that the lowest common ancestor queries can be answered in $O(1)$ time.
6.3 RMQ → LCA

Next we show that an instance of the RMQ problem can be converted to an instance of the LCA problem. For a linear array $A$ of size $n$, the tree $T$ for the LCA problem consists of $n$ nodes and given a RMQ query, we perform an equivalent LCA query on $T$, and whose answer in turn provides the answer for the original range minima query. This will imply that the general RMQ problem (i.e., even without the $±1$ property) can be answered in $O(1)$ time by performing an $O(n)$ time preprocessing. The key to this conversion is the concept of Cartesian Tree.

Let $A[1...n]$ be the input array on which we need to perform RMQ queries. Cartesian tree $T$ for $A$ is defined as follows. It is a rooted binary tree and the root of $T$ stores the index of the smallest element in $A$. Deleting the minimum element from $A$ splits it into two subarrays. Left and right children of the root are recursively defined Cartesian trees for left and right subarrays of $A$, respectively.

**Claim 6.3.1** Cartesian tree $T$ for an array $A$ of $n$-numbers can be constructed in $O(n)$ time.

**Proof.** We scan the array $A$ from left to right and incrementally build the Cartesian tree $T = T_n$ as follows. Suppose so far we have built the tree $T_i$ with respect to elements $A[1..i]$ and we want to extend it for $A[1..i+1]$ to obtain $T_{i+1}$, where $i < n$. Main observation is that the node storing the index $i+1$ in $T_{i+1}$ is on the rightmost path of $T_{i+1}$. We start at the rightmost node of $T_i$ and follow the parent pointers till we find the location to insert $i+1$ in Cartesian tree. Note that each comparison will either add a node or removes one from the rightmost path. Since each node can only join the rightmost path once (if it leaves it then it can’t be back to the rightmost path), therefore the total time in constructing $T$ is $O(n)$. □

**Claim 6.3.2** Let $A$ be the array on $n$-numbers and $T$ be the corresponding Cartesian tree storing the indices of elements in $A$ in its node. Then $\text{RMQ}(i, j) = \text{LCA}(i, j)$.

**Proof.** This follows from the recursive definition of Cartesian tree $T$. Let $k = \text{LCA}(i, j)$ in $T$. Observe that the node labeled $k$ is the first node that separates $i$ with $j$. In other words, the element $A[k]$ is the smallest element between $A[i]$ and $A[j]$, i.e. $\text{RMQ}[i, j] = k$. □

6.4 Summary

In this chapter, we have shown that the lowest common ancestor query in a rooted binary tree on $n$-nodes can be answered by solving the range minima query in an array consisting of $2n-1$ numbers satisfying the $±1$ property. Moreover, the general RMQ problem in an array can be reduced to solving LCA queries on the corresponding Cartesian tree. All our preprocessing algorithms require linear time and the queries can be answered in constant time.
Chapter 7

Locality Sensitive Hashing

The main idea is to hash items several times with the hope that similar items are more likely to hash into the same bucket than dissimilar items. This chapter is based on [13]. We will illustrate this technique using the problem on how to find similar documents.

**Problem 7.0.1** Given a collection of web-pages, find the near duplicate web-pages. Given a collection of sets, find the pairs which have large intersections.

First we need a couple of definitions.

**Definition 7.0.2 Jaccard Similarity:** Let $S$ and $T$ be two sets. Define the Jaccard Similarity of the sets $S$ and $T$ be $\frac{|S \cap T|}{|S \cup T|}$.

**Definition 7.0.3 k-shingles:** A $k$-shingles of a text document is defined to be any substring of length $k$ in the document.

For example, let the document be $D = \{adbdabadbcdab\}$ and let $k = 2$. Then the possible $k$-shingles are $\{ad, db, bd, da, ab, ba, bc, cd\}$.

Typically multiple white spaces (blanks) in a document are replaced by a single white space. A natural question to ask is what should be the value of $k$? The rule of thumb is that $k$ should be large enough so that the probability of any given $k$-shingle appearing in any given document is relatively low. In English texts, some alphabets occur more frequently than others and hence finding a suitable value for $k$ is tricky. Anyway, it turns out that $k = 5$ works pretty well for e-mails and $k = 9$ for large text documents.

Using $k$-shingles, we have seen that a document can be represented as a set of $k$-shingles. In place of working with $k$-shingles, we can use a hash-function that maps $k$-shingles to integers, and thus a document can be represented as a set of integers. For example, let $k = 9$. and let $\mathcal{H}$ be a hash function that maps the set of characters to integers, i.e. $\mathcal{H} : |C|^9 \to \mathbb{Z}$. Let $|\mathbb{Z}| \leq 2^{32} - 1$. This implies that a 9-byte shingle is represented by a 4-byte integer. This looks like an impressive space saving. But we may still be using 4 times more space to store the document (instead of 9 times) as the number of shingles can be of that order. To overcome this, we will replace the document by a short signature, and that’s the topic for the next section.
7.1 Similarity preserving summaries of sets

First consider a natural representation of a set. Let $U$ be the universe from which elements of the set are drawn. Furthermore, assume that the elements of this universe are ordered in some (arbitrary) order. A set $S$ can be represented by a 0-1 vector of length $|U|$, where a 1 represents that the corresponding element from the universe is present in the set and 0 represents its absence. Similarly for a collection of sets over the universe $U$, we can associate a characteristic matrix, where each column represents the vector corresponding to a set and the number of rows is $|U|$ and each row corresponds to an element of $U$. See the example in Table 7.1, where we have four sets (representing households in a neighborhood) and a universe $U$ consisting of five elements (possible vacationing destinations). The set $S_1$ prefers cruise and safari, whereas $S_2$ just loves to visit resorts.

<table>
<thead>
<tr>
<th></th>
<th>$S_1$</th>
<th>$S_2$</th>
<th>$S_3$</th>
<th>$S_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cruise</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Ski</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Resorts</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Safari</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Stay at Home</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 7.1: A characteristic matrix for 4 sets and a universe consisting of 5 elements.

One of the very effective ways to compute a signature for a set is to use minhashing, which is defined as follows. Permute the rows of the characteristic matrix using a random permutation. For each set (i.e. the column), its minhash value $h$ is the number of the first row (after permutation) where there is a 1. In the above example, suppose the permutation of rows results in the following Table 7.2. Then the minhash values are as follows: $h(S_1) = 2$, $h(S_2) = 4$, $h(S_3) = 1$, and $h(S_4) = 2$.

<table>
<thead>
<tr>
<th></th>
<th>$S_1$</th>
<th>$S_2$</th>
<th>$S_3$</th>
<th>$S_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ski</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Safari</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Stay at Home</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Resorts</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Cruise</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 7.2: Characteristic Matrix after the permutation of rows of Table 7.1.

In the following lemma we establish an important connection between Jaccard similarity of two sets and the probability that their minhash values is the same after a random permutation of the rows of the characteristic matrix.

**Lemma 7.1.1** For any two sets $S_i$ and $S_j$, probability that $h(S_i) = h(S_j)$ is equal to the Jaccard similarity of $S_i$ and $S_j$.

**Proof.** Focus on the columns representing the sets $S_i$ and $S_j$ in the characteristic matrix before the random permutation. For any row, the two entries corresponding to these columns are (a)
both 0 (b) both 1 or (c) one is 0 and the other one is 1. Let \( X \) be the number of rows of Type (b) and let \( Y \) be the number of rows of Type (c). Observe that the Jaccard similarity of \( S_i \) and \( S_j \) is \( \frac{|X|}{|X|+|Y|} \). Now what is the probability that when we scan the rows from top to bottom, after the random permutation, we meet a Type (b) row before a Type (c) row? This is exactly \( \frac{|X|}{|X|+|Y|} \). Note that this is precisely when \( h(S_i) = h(S_j) \).

Next we turn our attention to minhash signatures. Let \( M \) denote the characteristic matrix for a set system \( S \) with universe \( U \). Pick a set of \( n \) random permutations of rows of the characteristic matrix. For each set in \( S \) compute its \( h \)-value with respect to each of the \( n \)-permutations. This results in a signature matrix - it consists of \( |S| \) columns and \( n \)-rows, and the \((i,j)\)-th entry corresponds to the signature of the \( j \)-th set with respect to the \( i \)-th hash function. Typically the signature matrix should be significantly smaller than \( M \) in size, as the size of universe will be larger than \( n \). Next we talk about how efficiently we can compute the signature matrix. Clearly we should avoid explicitly computing the permutation of rows of \( M \), that too \( n \) times! Here is an efficient way of computing the signature matrix.

**Step 1:** Pick \( n \) random hash functions \( h_1, \ldots, h_n \). (Each \( h \)-function mimics a permutation of rows of \( M \). Given a row \( r \) of \( M \), \( h(r) \) denotes the new row number after a permutation. Note that a \( h \)-function may have collisions, and hence \( h(r) \) is not a ‘perfect permutation’.)

**Step 2:** Execute the following three steps for each row of \( r \) of \( M \).

1. Set \( \text{Signature}(r, c) := \infty \), for \( c = 1, \ldots, |S| \).
2. Apply each \( h \)-function to \( r \) and determine the new row numbers for \( r \) and denote them as \( h_1(r), \ldots, h_n(r) \).
3. For \( c = 1, \ldots, |S| \), if \( M[r, c] = 1 \) then \( \text{Signature}(r, c) := \min(h_i(r), \text{Signature}(r, c)) \).

Observe that for each non-zero entry of \( M \), we perform \( O(n) \) computations, and we do not need any additional memory except that we need to store the description of \( n \) hash functions and the characteristic matrix \( M \).

Although the signature matrix is fairly small compared to the characteristic matrix, still its size could be large. Lets look at the example from [13], where there are 250 signatures, each 4-byte long, for a set of one million documents. The total size of the signature matrix will be 1Gb. Moreover, if documents are compared pairwise, the computation will be of the order of comparing trillion of documents! Good Luck!

The above example suggests that we should avoid the computation of pairwise similarity of documents as this requires \( \binom{|S|}{2} \) computations, and for a large number of documents and no matter what kind of signatures we can think about, the computation is prohibitively expensive. So we need to find quickly the set of documents which are likely to be similar and that’s where the technique of “Locality Sensitive Hashing (LSH)” comes in play. First we deal with LSH for documents and then in future sections we will go more in depth of LSH and its applications in various domains.

### 7.2 LSH for Minhash Signatures

The general idea, as expressed at the very beginning of this chapter, is to hash documents multiple times. Hope is that similar documents are likely to be hashed into the same bucket as opposed to
dissimilar documents. The key point is that only the documents which fall into a same bucket are considered as potentially similar. If two documents do not map to the same bucket in any of the hashings - they are never considered as similar in this technique. Obviously, one wants to minimize the number of dissimilar documents falling into the same bucket. At the same time, we hope that similar documents at least hash once into the same bucket. Here is a methodology to achieve these objectives.

Let us assume that we have computed the minhash signature matrix for the set of documents of the previous section. We are going to partition the rows of this matrix into $b = n/r$ bands, where each band is made of $r$-consecutive rows. We assume that $r$ divides $n$. For each band we define a hash function $h : \mathbb{R}^r \rightarrow \mathbb{Z}$, i.e. a hash function which takes a column vector of length $r$ and maps it to an integer (i.e. a bucket). If we want we can even choose the same hash function for all the bands, but the buckets are kept distinct for each band. Now if two vectors of length $r$ in any of the bands hash to the same bucket, we declare that the corresponding documents are potentially similar. That’s it - that’s the technique. Lets do some analysis.

**Lemma 7.2.1** Let $s$ be the Jaccard similarity of two documents. The probability that the minhash signature matrix agrees in all the rows of at least one band for these two documents (i.e. the probability that they will become a potential similar pair after the banding and hashing) is at least $1 - (1 - s^r)^b$.

**Proof.** Recall from Lemma 7.1.1, the probability that the minhash signature for these two documents are the same in any particular row of the signature matrix is $s$. Therefore, the probability that the signatures agree in all the rows in one particular band is $s^r$. The probability that the signature will not agree in at least one of the rows in this band is $1 - s^r$. Next let us calculate the probability that for each band the signature will not agree in at least one of its rows. This will be $(1 - s^r)^b$ as there are $b$ bands. Therefore, the probability that the signatures will agree in at least one of the bands is $1 - (1 - s^r)^b$. □

The function $1 - (1 - s^r)^b$ can be plotted with $x$-axis representing values of $s$ and $y$-axis representing the values of the function, for fixed values of $b$ and $r$. It is an S-shaped curve. The more similar the documents are (i.e., their $s$ value is close to 1) the value of this function (i.e. probability of being mapped to the same bucket) is closer to 1, for fixed values of $b$ and $r$. More importantly, the steepest rise of this function happens at the value of $s$ which is about $t = (1/b)^{(1/r)}$. In other words, if the Jaccard Similarity of the two documents is above the threshold $t$, then the probability that they will be found potentially similar using the LSH is very high. What this technique has done is to give us some idea in terms of which documents are very likely going to be similar. If required, one can now actually compare the documents (or their minhash signatures) to find out whether they are really similar.

At an abstract level what we have done here is the following. We have used a family of functions (minhash functions) and the banding technique to distinguish between pairs which are at a low distance (i.e. being similar) to the pairs which are at a large distance (being dissimilar). The steepness of the $S$ curve suggests us a threshold where this technique can be effective. In the next section, we will see that there are other families of functions that can be considered to separate the pairs which are at a low distance from the pairs which are at a higher distance.
7.3 Theory of Locality Sensitive Functions

In this section we will consider a family of functions $\mathcal{F}$. They are typically hash functions. A hash function $f \in \mathcal{F}$ helps us in deciding whether any two items $x$ and $y$ hash to the same bucket. We say $f(x) = f(y)$, if $x$ and $y$ are hashed to the same bucket by $f$. For example, minhash functions, based on the permutation of rows of the characteristic matrix, form a family of such type of functions.

Recall that a distance measure satisfies certain natural properties: nonnegativity, symmetric and the triangle inequality. For example Euclidean distance between points in space, Jaccard distance which is defined as $1 -$ Jaccard similarity of the two sets, edit distance between strings, hamming distance, etc. satisfy these properties.

**Definition 7.3.1** Let $d$ be a distance measure, and let $d_1 < d_2$ be two distances in this measure. A family of functions $\mathcal{F}$ is said to be $(d_1, d_2, p_1, p_2)$-sensitive if for every $f \in \mathcal{F}$ the following two conditions hold.

1. If $d(x, y) \leq d_1$ then $\Pr(f(x) = f(y)) \geq p_1$ (i.e., if the two items are close to each other, the probability that they hash to the same bucket is high).
2. If $d(x, y) \geq d_2$ then $\Pr(f(x) = f(y)) \leq p_2$ (i.e., if the two items are far from each other, the probability that they hash to the same bucket is low).

For example, consider the Jaccard distance, which is defined as $1 -$ Jaccard similarity of two documents. Let $0 \leq d_1 < d_2 \leq 1$. Note that the family of minhash-signatures is $(d_1, d_2, 1-d_1, 1-d_2)$-sensitive. Suppose that the Jaccard Similarity between two documents is at least $s$. Then their distance is at most $d_1 = 1-s$. By Lemma 7.1.1 the probability that they will be hashed to the same value by minhash signatures is $s = 1 - d_1$. Suppose that the distance between two documents is $\geq d_2$. Hence their Jaccard similarity is at most $s = 1 - d_2$ and the probability that the minhash signatures map them to the same value is at most $s = 1 - d_2$.

Suppose we have a $(d_1, d_2, p_1, p_2)$-sensitive family $\mathcal{F}$. We construct a new family $\mathcal{F}_1$ as follows. Each function $f \in \mathcal{F}_1$ is formed from a set of $r$ independently chosen functions of $\mathcal{F}$, say $f_1, f_2, \ldots, f_r$ for some fixed value of $r$. Now $f(x) = f(y)$ if and only if for all $i = 1, \ldots, r$, $f_i(x) = f_i(y)$ (this is the analog of a band of $r$ rows in the characteristic matrix - each of those rows have to agree on $f_i(x) = f_i(y)$ to declare that $f(x) = f(y)$). This is referred to as an AND-family.

**Claim 7.3.2** $\mathcal{F}_1$ is a $(d_1, d_2, p_1', p_2')$-sensitive family.

**Proof.** Each function $f_i$ is chosen independently, and this is the probability of all the $r$-events to occur simultaneously.

Next, we construct a OR-family $\mathcal{F}_2$. Each member $f$ in $\mathcal{F}_2$ is constructed by taking $b$ independently chosen members (say $f_1, f_2, \ldots, f_b$) of $\mathcal{F}$. We say that $f(x) = f(y)$ if and only if $f_i(x) = f_i(y)$ for at least one of the members in $\{f_1, f_2, \ldots, f_b\}$ (this is the analog of that at least one of the bands should declare that $x$ and $y$ are candidate pairs).

**Claim 7.3.3** $\mathcal{F}_2$ is a $(d_1, d_2, 1-(1-p_1)^b, 1-(1-p_2)^b)$-sensitive family.

**Proof.** Each function $f_i$ is chosen independently, and this is the probability of at least one of the $b$-events to occur. We can compute this by first finding the probability that none of the $b$ events occur. 

---
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Let us play with some values of $b$ and $r$ and see the effect of AND and ORs. Moreover we will also combine ORs and ANDs, e.g. first we construct an AND-family for certain value of $r$ and then construct an OR-family on top of it for certain value of $b$, and similarly an OR-family followed by an AND-family. Let us look at the amplification of the probabilities in Table 7.3 for different values of $p$.

Table 7.3: Illustration of four families obtained for different values of $p$. $F_1$ is the AND family for $r = 5$. $F_2$ is OR family for $b = 5$. $F_3$ is the AND-OR family for $r = 5$ and $b = 5$. $F_4$ is the OR-AND family for $r = 5$ and $b = 5$.

Let us try to understand the columns of Table 7.3. Let $F$ be minhash function family and is $(d_1 = 0.2, d_2 = 0.6, p_1 = 0.8, p_2 = 0.4)$- sensitive family. This means if the distance between two documents $x$ and $y$ is $\leq 0.2$, it is likely with probability $\geq 0.8$ they will hash to the same bucket. Similarly if the distance between $x$ and $y$ is $\geq 0.6$, it is unlikely that they will hash to the same bucket (i.e. probability of being hashed to the same bucket is $\leq 0.4$). Let us focus our attention on two rows corresponding to $p_2 = 0.4$ and $p_1 = 0.8$. For the AND-family we see that $p_5$ is substantially lower than $p$, but still $p_5^2 \rightarrow 0$ and $p_5^1$ is away from 0. For the OR-family $1 - (1 - p)^5 \geq p$, but still the value corresponding to $p_1$ tends towards 1 and the value corresponding to $p_2$ is away from 1. More interesting are the last two columns. Notice that the AND-OR family ($F_3$) corresponds to the LSH for minhash signature family of Section 7.2. In this case the value corresponding to $p_1$ tends towards 1 and the value corresponding to $p_2$ is closer to 0. Notice that the value of this function v/s values of $p$ forms an S-curve. Its fix-point $p = 1 - (1 - p)^5$ is around $p \approx 0.7548$.

This implies that for values of $p$ significantly less than 0.75, AND-OR family amplifies it towards 0. Similarly, values of $p$ larger than 0.75 are amplified to 1. Notice that this technique amplifies the probabilities in the right direction, provided we can apply the function several times (e.g. 25 times in our example), and are away from the fixpoint. Next look at LSH families for other distance measures.

### 7.4 LSH Families

In the previous section we saw LSH families for the Jaccard distance measure. In this section we will construct LSH-families for Hamming and Euclidean distances.

#### 7.4.1 Hamming Distance

Consider two vectors $x$ and $y$ in $d$-dimensions. For simplicity, we can assume that they are Boolean vectors, i.e., each coordinate is either 0 or 1. The Hamming distance $h(x, y)$ of $x$ and $y$ is defined as
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Claim 7.4.1 For any Observe that there is only 1 cos \( \theta \) (Pr for a randomly chosen range. Why? Because they have to be almost vertical, i.e. distance between them is more than 2 \( a/\)most \( p \) and \( p \) and \( h \) they project (orthogonally) into the same interval. Note that if two points are close to each other, there are high chances that they will map to the same interval. Also, if the points are far away, it is unlikely they will fall into the same bucket (unless they are almost vertically aligned!). We will formalize these notions next.

Let \( f_i(x) \) denote the \( i \)-th coordinate (i.e. a bit) of \( x \). What is the probability that \( f_i(x) = f_i(y) \) for a randomly chosen \( i \)? The vectors \( x \) and \( y \) disagree in \( h(x, y) \) positions out of \( d \) positions. Hence \( Pr(f_i(x) = f_i(y)) = 1 - h(x, y)/d \). Let the family of functions \( F = \{ f_1, f_2, \ldots, f_d \} \).

Claim 7.4.1 For any \( d_1 < d_2 \), \( F = \{ f_1, f_2, \ldots, f_d \} \) is a \( (d_1, d_2, 1 - d_1/d, 1 - d_2/d) \)-sensitive family of hash functions.

Proof. Recall Definition 7.3.1. A family of functions \( F \) is said to be \( (d_1, d_2, p_1 = 1 - d_1/d, p_2 = 1 - d_2/d) \)-sensitive if for every \( f_i \in F \) the following two conditions hold.

1. If \( h(x, y) \leq d_1 \) then \( Probability(f_i(x) = f_i(y)) \geq p_1 \) (i.e., if the two bit vectors only differ in at most \( d_1 \) positions, the probability that their \( i \)-th bits are the same is high).

2. If \( h(x, y) \geq d_2 \) then \( Probability(f_i(x) = f_i(y)) \leq p_2 \) (i.e., if the two bit vectors differ in at least \( d_2 \) positions, then the probability that their \( i \) bits are identical is small).

Note that with our definition of the family \( F \), it consists of only \( d \)-functions. This is in contrast for the case of minhash functions family, where the size is not bounded.

7.4.2 Euclidean Distance

Consider points in the plane. Each hash function \( h \) will be a line (where its orientation is chosen randomly). We subdivide the line into intervals of equal size and let the size be \( a \). Without loss of generality, assume that the line is horizontal. We say that points fall into the same bucket, if they project (orthogonally) into the same interval. Note that if two points are close to each other, there are high chances that they will map to the same interval. Also, if the points are far away, it is unlikely they will fall into the same bucket (unless they are almost vertically aligned!). We will formalize these notions next.

Let \( p_i \) and \( p_j \) be two points in the plane. Let \( \Theta \) be the angle of the line passing through \( p_i \) and \( p_j \) with respect to the horizontal line. Observe that if the distance between the points is at most \( a/2 \), then with probability at least \( 1/2 \) they will map to the same interval. Moreover, if the distance between them is more than \( 2a \), then with probability at most \( 1/3 \) they will fall in the same interval. Why? Because they have to be almost vertical, i.e. \( |p_ip_j| \cos \theta \leq a \). For this to happen \( \cos \theta \leq 1/2 \), or the angle the line \( p_ip_j \) forms with the horizontal needs to be between \( 60^\circ \) and \( 90^\circ \). Observe that there is only 1/3rd chance that the angle between the horizontal and \( p_ip_j \) is in that range.

Hence, the family with respect to the projection on a random line with intervals of size \( a \) is a \( (a/2, 2a, 1/2, 1/3) \)-sensitive family of hash functions. One can easily amplify these probabilities by taking a combination of AND and/or ORs as before.
7.4.3 Fingerprint Matching

Fingerprint matching typically requires comparison of several features of the fingerprint pattern. These includes ridge lines (forming arch or loop or circular patterns) and minutia points/patterns (ending of ridges, bifurcations, very short ridges, a ridge which is island by itself - not connected to other ridges, a short ridge that runs between two parallel ridges, a U-turn in the ridge pattern). One can think of a fingerprint as a set of grid points, and matching two fingerprints amounts to matching elements in corresponding grid cells. Consider the following scenario.

\[
\Pr[\text{There exists a minutia in a random grid cell of a random fingerprint}] = 0.1
\]

\[
\Pr[\text{Two fingerprints of the same finger having a minutia in the same grid cell, given that one has a minutia in that cell}] = 0.9.
\]

Define a LSH family of functions \(F\) as follows. Each function \(f \in F\) sends two fingerprints to the same bucket, if they have minutia in each of the three specific grid cells. Let us estimate what is the chance that we will land up matching two fingerprints?

\[
\Pr[\text{Two arbitrary fingerprints will be in the same bucket with respect to function } f] = 0.1^6 = 0.000001. \text{ This amounts to one in a million chances}^2.
\]

Next let us estimate what is the probability if the two fingerprints belonging to the same finger map to the same bucket by \(f\).

\[
\Pr[\text{Two fingerprints from the same finger map to the same bucket by } f] = 0.1^3 \times 0.9^3 = 0.00729.
\]

This is about 1 in 138 chances - pretty small - but we can amplify this by using several hash functions (use OR-family) and still not have many false positives. For example, suppose we use 1000-way OR-functions. Then we obtain the following probabilities:

\[
\Pr[\text{Two fingerprints from the same finger map to a same bucket by one of the functions in ORs}] = 1 - (1 - 0.00729)^{1000} \approx 0.9993. \text{ This is significant and hence finding the match in this case is highly likely. Chances of false negatives are less than 1 in 1000.}
\]

\[
\Pr[\text{Two fingerprints from different fingers map to a same bucket}] = 1 - (1 - 0.000001)^{1000} \approx 0.0001.
\]

Hence the chances for false positives are negligible.

Let’s change the above scheme a bit. Assume that we have 2000 functions, which are partitioned into two groups, each consisting of 1000 functions. Assume that we have constructed buckets for each of the functions. Given a query fingerprint - find the fingerprints in the first group which are potential matches using the above scheme. Perform the same computation for the second group. Now select only those fingerprints which are potential matches in both the groups, i.e. they are in the intersection of the two groups of potential matches. The query fingerprint will actually be compared only with the ones in the intersection. Note that in this scheme, actual comparisons of fingerprints happens only with a few fingerprints (the ones in the intersection). What are the chances that we will detect a matching fingerprint? It will be \((0.9993)^2 \approx 0.9986\). Number of false negatives now are about 1.4 in a 1000. Probability of false positives will be 0.0001\(^2\), which is insignificant and hence we have to examine only 0.000001% of database as compared to 0.01% in the other scheme where we only had one group of functions.

7.5 Problems

7.1 Show that the Jaccard distance is a distance metric.

Hint: See the paper by Levandowsky and Winter in Nature 234, November 5, 1971 for the proof of

\[^2\text{Wonder why you are always the unlucky one?}\]
the triangle inequality.
Chapter 8

Dimensionality Reduction - Under Construction

The material of this chapter is from Dasgupta and Gupta [4], Dubhashi & Panconesi [5] and Matousek [].

8.1 Johnson and Lindenstrauss Theorem

In this section we prove a celebrated theorem of Johnson and Lindenstrauss from 1984.

Theorem 8.1.1 Let $V$ be a set of $n$ points in $d$-dimensions. A mapping $f : \mathbb{R}^d \to \mathbb{R}^k$ can be computed, in randomized polynomial time, so that for all pairs of points $u, v \in V$,

$$(1 - \epsilon)||u - v||^2 \leq ||f(u) - f(v)||^2 \leq (1 + \epsilon)||u - v||^2,$$

where $0 < \epsilon < 1$ and $n, d, k \geq 4(\epsilon^2 + \epsilon)^{-1} \ln n$ are positive integers.

Intuitively, the theorem says that points in $d$-dimensional space can be mapped to a $k$ dimensional space, where $k$ is significantly less than $d$, and the interpoint Euclidean distance between a pair of points in $V$ is preserved up to a factor of $(1 \pm \epsilon)$. The proof is based on showing that the squared length of a random vector is concentrated around its mean when the vector is projected onto a random $k$-dimensional subspace, i.e., with probability $O(1/n^2)$, the length is within $(1 \pm \epsilon)$ of the mean. In place of estimating the length of a unit vector after projecting it onto a random $k$-dimensional space, we will estimate the length of a random unit vector when we project it to a fixed $k$-dimensional space (e.g., in the space spanned by the first $k$-coordinates).

Recall Standardized Normal Distributions $\mathcal{N}(0,1)$.

Lemma 8.1.2 Let $X_1, \ldots, X_d$ be $d$-independent standardized normal $\mathcal{N}(0,1)$ random variables. Let $X = (X_1, X_2, \ldots, X_d)$ and define $Y = \frac{1}{||X||}X$. Then, $Y$ is a random point drawn uniformly from the surface of the $d$-dimensional unit sphere.

Proof. Since the distribution for each $X_i$ is given by $f(x_i) = \frac{1}{\sqrt{2\pi}}e^{-x_i^2/2}$, the distribution of $X$, due to Independence, is $\prod_{i=1}^d \left[\frac{1}{\sqrt{2\pi}}e^{-x_i^2/2}\right] = \frac{1}{2^{d/2}\pi^{d/2}}e^{-\frac{1}{2}\sum_{i=1}^d x_i^2}$. Observe that the density function of $X$ only depends upon the distance of $(X_1, \ldots, X_d)$ from the origin, and thus it is spherically
symmetric. Since $Y$ is obtained by dividing this by $\|X\|$, $Y$ is a random point on the unit sphere.

From now on let $Y = (Y_1, \ldots, Y_d)$ be a random unit vector as stated in Lemma 8.1.2. Define a vector $Z \in \mathbb{R}^k$, which is obtained by projecting $Y$ onto its first $k$-coordinates (i.e. ignoring all other coordinates, except the first $k$). Let $L$ represent the squared length of $Z$ ($L = \|Z\|^2$).

**Lemma 8.1.3** $E[L] = k/d$.

**Proof.**

\[
E[L] = E[\|Z\|^2] = \frac{1}{\|X\|^2} E[X_1^2 + \cdots + X_k^2] = \frac{1}{\|X\|^2} \sum_{i=1}^{k} E[X_i^2] = k \frac{E[X_1^2]}{\|X\|^2}.
\]

Observe that

\[
\|Y\|^2 = 1 = \frac{1}{\|X\|^2} \sum_{i=1}^{d} X_i^2.
\]

This implies that

\[
\frac{d}{\|X\|^2} E[X_1^2] = 1.
\]

Hence

\[
E[L] = k \frac{E[X_1^2]}{\|X\|^2} = \frac{k}{d}.
\]

Next we state the main lemma, first without proving it, and show how Theorem 8.1.1 follows from it.

**Lemma 8.1.4** Let $k < d$. Then

1. If $\beta < 1$, then $P(L \leq \beta \frac{k}{d}) \leq e^{\frac{b}{2}(1-\beta+\ln \beta)}$.

2. If $\beta > 1$, then $P(L \geq \beta \frac{k}{d}) \leq e^{\frac{b}{2}(1-\beta+\ln \beta)}$.

**Proof.** (Proof of Theorem 8.1.1) The case of $k \geq d$ is trivial. Therefore, we assume that $k < d$. Let $S$ be a random $k$-dimensional subspace of $\mathbb{R}^d$ (for example we choose randomly $k$ coordinates). Project each point $v \in V$ and let its projection in $\mathbb{R}^k$ be $v'$. Let $Y := \frac{v-w}{\|v-w\|}$ be a unit vector, and let $Z := v'-w'/\|v'-w'\|$ be its random projection. Let $L = \|Z\|^2$. Note that $Z$ behaves as required in Lemma 8.1.3. Hence $E[L] = k/d$. For $0 < \epsilon < 1$, set $\beta = 1 - \epsilon$. Note that

\[
P(|v'-w'|^2 \leq (1-\epsilon)|v-w|^2k/d) = P(L \leq (1-\epsilon)k/d)
\]

\[
\leq e^{\frac{b}{2}(1-(1-\epsilon)+\ln(1-\epsilon))}\quad (8.1)
\]

\[
\leq e^{\frac{b}{2}(\epsilon+\epsilon^2)}\quad (8.2)
\]

\[
= e^{-\frac{b\epsilon^2}{2}}\quad (8.3)
\]

\[
\leq e^{-2\ln n}\quad (8.4)
\]

\[
= \frac{1}{n^2}\quad (8.5)
\]
Note that for Equation 8.3 we used that \( \ln(1 - \epsilon) \leq -\epsilon - \epsilon^2/2 \), for \( 0 < \epsilon < 1 \). For Equation 8.5 (and 8.11), we use the fact that \( k \geq 4(\epsilon^2 - \epsilon^3)^{-1} \ln n \).

\[
P(||v' - w'||^2 \geq (1 + \epsilon)||v - w||^2 k/d) = P(L \geq (1 + \epsilon)k/d)
\]

\[
\leq e^{k(1-(1+\epsilon)+\ln(1+\epsilon))}
\]

\[
\leq e^{k(-\epsilon+(\epsilon^2 + \epsilon^3))}
\]

\[
= e^{-k(\epsilon^2/2-\epsilon^3/3)}
\]

\[
\leq e^{-2\ln n}
\]

\[
= \frac{1}{n^2}
\]

Set the map of each \( v \in V \) as \( f(v) = \sqrt{d} v' \). Consider a pair of points \( u, v \in V \), and by above calculations, the probability that \( (1 - \epsilon)||u - v||^2 \leq ||f(u) - f(v)||^2 \leq (1 + \epsilon)||u - v||^2 \) does not hold is at most \( 2/n^2 \). Thus, for any pair of points, the probability this condition is not true is at most \( (n^2)^2/n = 1 - 1/n \). Therefore, the mapping \( f \) has the desired distortion property. We can boost the success probability further by repeating the experiment several times. Observe that as the mapping is fairly straightforward and can be easily seen to be obtained in polynomial time.

Before we prove Lemma 8.1.4, we need the following.

**Lemma 8.1.5** Let \( X \) be \( N(0,1) \). Then \( E[e^{sX^2}] = \frac{1}{\sqrt{1 - 2s}} \), for \( s < 1/2 \).

**Proof.** Note that \( X \) is given by the probability distribution \( f(x) = \frac{1}{\sqrt{2\pi}} e^{-x^2/2} \). Moreover, expected value of a function, say \( H(X) \), of a random variable \( X \) is given by \( E(H(X)) = \int_{-\infty}^{+\infty} H(x)f(x)dx \). Thus,

\[
E[e^{sX^2}] = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{+\infty} e^{sx^2} e^{-x^2/2} dx
\]

\[
= \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{+\infty} e^{-(1-2s)x^2/2} dx
\]

set \( y = x\sqrt{1-2s} \)

\[
= \frac{1}{\sqrt{1-2s}} \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{+\infty} e^{-y^2/2} dy
\]

\[
= \frac{1}{\sqrt{1-2s}} (\text{since } \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{+\infty} e^{-y^2/2} dy = 1)
\]

**Proof.** (Proof of Lemma 8.1.4) First, we want to prove that for \( \beta < 1 \), \( P(L \leq \beta k/d) \leq e^{k(1-\beta+\ln\beta)} \).

Equivalently, we want to show that

\[
P(d(X_1^2 + \cdots + X_k^2) \leq k\beta(X_1^2 + \cdots + X_k^2)) \leq e^{k(1-\beta+\ln\beta)}.
\]
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Note that $P(d(X_1^2 + \cdots + X_k^2) \leq k\beta(X_1^2 + \cdots + X_d^2))$

\[= P(k\beta(X_1^2 + \cdots + X_k^2) - d(X_1^2 + \cdots + X_k^2) \geq 0) \quad (8.18)\]

\[= P(e^{t(k\beta(X_1^2 + \cdots + X_k^2) - d(X_1^2 + \cdots + X_k^2)} \geq e^{t0} = 1) \quad (for \ t > 0) \quad (8.19)\]

\[\leq E[e^{t(k\beta(X_1^2 + \cdots + X_k^2) - d(X_1^2 + \cdots + X_k^2))}] \quad (Using \ Markov’s \ inequality) \quad (8.20)\]

Recall that if $A$ and $B$ are independent r.v. than $E[AB] = E[A]E[B]$. Moreover, $E[A^2] = E[A]^2$. Also, each of these $X_i$’s have identical distribution, and they are independent r.v.’s. After rearranging and replacing all $X_i$’s by $X_1$, we obtain

\[= E[e^{tk\beta X_1^2}]^{d-k} E[e^{(k\beta-d)X_1^2}]^k \quad (8.21)\]

\[= \left(\frac{1}{\sqrt{1 - 2t k\beta}}\right)^{d-k} \left(\frac{1}{\sqrt{1 - 2t(k\beta - d)}}\right)^k \quad (Using \ Lemma \ 8.1.5) \quad (8.22)\]

The above inequality holds, provided $0 < t < 1/2k\beta$. Now we want to minimize the quantity in Inequality 8.22. This is equivalent to maximizing

\[q(t) = (1 - 2tk\beta)^{d-k}(1 - 2t(k\beta - d))^k.\]

We obtain, using derivatives of a product etc., that maximum occurs when $t = \frac{1 - \beta}{2\beta(d-k\beta)}$. The value of $q(t = \frac{1 - \beta}{2\beta(d-k\beta)}) = \left(\frac{d-k}{d-k\beta}\right)^{d-k} \left(\frac{1}{\beta}\right)^k$. Substituting this back in Inequality 8.22, as $1/\sqrt{q(t)}$, we obtain that $P(L \leq \beta \frac{k^2}{d}) \leq \beta^2 \left(1 + \frac{(1-\beta)k}{(d-k)}\right)^{d-k}/2$. With simple manipulation and using the fact that $\ln(1+x) \leq x$, we obtain that $\beta^2 \left(1 + \frac{(1-\beta)k}{(d-k)}\right)^{d-k}/2 \leq e^{\frac{k}{2}(1-\beta+\ln\beta)}$, as desired. One can show this by taking natural log on both the sides.

Next, using the identical method as above, we show that for $\beta > 1$, $P(L \geq \beta \frac{k^2}{d}) \leq e^{\frac{k}{2}(1-\beta+\ln\beta)}$. This amounts to showing that

\[P(d(X_1^2 + \cdots + X_k^2) \geq k\beta(X_1^2 + \cdots + X_d^2)) \leq \left(\frac{1}{\sqrt{1 + 2t k\beta}}\right)^{d-k} \left(\frac{1}{\sqrt{1 + 2t(k\beta - d)}}\right)^k \quad (8.23)\]

\[= \frac{1}{\sqrt{q(-t)}} \quad (8.24)\]

Now the rest of the proof requires finding the value that maximizes $q(-t)$. This is maximized at $t = -\frac{1-\beta}{2\beta(d-k\beta)}$. Rest of the proof is same. ■

8.2 Applications

8.2.1 Sort of the Plan

We will first show that any $n$-point metric space $(X, d)$ can be embedded isometrically into $n$-dimensional $L_\infty$. For this we will first define a metric space, then show that it cannot be embedded
isometrically always in the plane endowed with Euclidean distance. Why should we even worry about these kinds of embedding? Then highlight the significance of JL-Theorem where embedding is done with some (not so significant) distortion by significantly reducing the number of dimensions. We will also breeze through some of the results by Matousek and Bourgain in the process. This material is derived from many sources, but the main link is the Lecture Notes of Harold Racke on a course on metric embeddings offered at IIIT Chicago a while ago.

8.3 Problems

8.1 Show that for any embedding $f$ of a metric space $(X,d)$ to another metric space $(X',d')$, the distortion of $f$ is at least 1.
Chapter 9

Complexity Theory

This Chapter is from [10]. That book is used in COMP 2805/COMP3803. Some of the terminology is from that course. In case some of these terms are not clear, then please refer to [10].

In [10], we have considered the question of what can be computed by Turing machines (i.e., computers) and what cannot be computed. We did not, however, take the efficiency of the computations into account. In this chapter, we introduce a classification of decidable languages $A$, based on the running time of the “best” algorithm that decides $A$. That is, given a decidable language $A$, we are interested in the “fastest” algorithm that, for any given string $w$, decides whether or not $w \in A$.

9.1 The running time of algorithms

Let $M$ be a Turing machine, and let $w$ be an input string for $M$. We define the running time $t_M(w)$ of $M$ on input $w$ as

$$t_M(w) := \text{the number of computation steps made by } M \text{ on input } w.$$ 

As usual, we denote by $|w|$, the number of symbols in the string $w$. We denote the set of non-negative integers by $\mathbb{N}_0$.

**Definition 9.1.1** Let $\Sigma$ be an alphabet, let $T: \mathbb{N}_0 \rightarrow \mathbb{N}_0$ be a function, let $A \subseteq \Sigma^*$ be a decidable language, and let $F: \Sigma^* \rightarrow \Sigma^*$ be a computable function.

- We say that the Turing machine $M$ decides the language $A$ in time $T$, if

  $$t_M(w) \leq T(|w|)$$

  for all strings $w$ in $\Sigma^*$.

- We say that the Turing machine $M$ computes the function $F$ in time $T$, if

  $$t_M(w) \leq T(|w|)$$

  for all strings $w \in \Sigma^*$.
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In other words, the “running time function” $T$ is a function of the length of the input, which we usually denote by $n$. For any $n$, the value of $T(n)$ is an upper bound on the running time of the Turing machine $M$, on any input string of length $n$.

To give an example, consider the Turing machine in [10] that decides, using one tape, the language consisting of all palindromes. The tape head of this Turing machine moves from the left to the right, then back to the left, then to the right again, back to the left, etc. Each time it reaches the leftmost or rightmost symbol, it deletes this symbol. The running time of this Turing machine, on any input string of length $n$, is

$$O(1 + 2 + 3 + \ldots + n) = O(n^2).$$

On the other hand, the running time of the Turing machine of which also decides the palindromes, but using two tapes instead of just one, is $O(n)$.

In [10] we mentioned that all computation models listed there are equivalent, in the sense that if a language can be decided in one model, it can be decided in any of the other models. We just saw, however, that the language consisting of all palindromes allows a faster algorithm on a two-tape Turing machine than on one-tape Turing machines. (Even though we did not prove this, it is true that $\Omega(n^2)$ is a lower bound on the running time to decide palindromes on a one-tape Turing machine.) The following theorem can be proved.

**Theorem 9.1.2** Let $A$ be a language (resp. let $F$ be a function) that can be decided (resp. computed) in time $T$ by an algorithm of type $M$. Then there is an algorithm of type $N$ that decides $A$ (resp. computes $F$) in time $T'$, where

<table>
<thead>
<tr>
<th>$M$</th>
<th>$N$</th>
<th>$T'$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k$-tape Turing machine</td>
<td>one-tape Turing machine</td>
<td>$O(T^2)$</td>
</tr>
<tr>
<td>one-tape Turing machine</td>
<td>Java program</td>
<td>$O(T^2)$</td>
</tr>
<tr>
<td>Java program</td>
<td>$k$-tape Turing machine</td>
<td>$O(T^4)$</td>
</tr>
</tbody>
</table>

### 9.2 The complexity class $P$

**Definition 9.2.1** We say that algorithm $M$ decides the language $A$ (resp. computes the function $F$) in polynomial time, if there exists an integer $k \geq 1$, such that the running time of $M$ is $O(n^k)$, for any input string of length $n$.

It follows from Theorem 9.1.2 that this notion of “polynomial time” does not depend on the model of computation:

**Theorem 9.2.2** Consider the models of computation “Java program”, “$k$-tape Turing machine”, and “one-tape Turing machine”. If a language can be decided (resp. a function can be computed) in polynomial time in one of these models, then it can be decided (resp. computed) in polynomial time in all of these models.

Because of this theorem, we can define the following two complexity classes:

$$P := \{A : \text{the language } A \text{ is decidable in polynomial time}\},$$

and

$$FP := \{F : \text{the function } F \text{ is computable in polynomial time}\}.$$
9.2.1 Some examples

**Palindromes**

Let $\text{Pal}$ be the language

$$\text{Pal} := \{w \in \{a, b\}^* : w \text{ is a palindrome}\}.$$ 

We have seen that there exists a one-tape Turing machine that decides $\text{Pal}$ in $O(n^2)$ time. Therefore, $\text{Pal} \in \mathsf{P}$.

**Some functions in $\mathsf{FP}$**

The following functions are in the class $\mathsf{FP}$:

- $F_1 : \mathbb{N}_0 \rightarrow \mathbb{N}_0$ defined by $F_1(x) := x + 1$,
- $F_2 : \mathbb{N}_0^2 \rightarrow \mathbb{N}_0$ defined by $F_2(x, y) := x + y$,
- $F_3 : \mathbb{N}_0^2 \rightarrow \mathbb{N}_0$ defined by $F_3(x, y) := xy$.

**Context-free languages**

We have shown in [10] that every context-free language is decidable. The algorithm presented there, however, does not run in polynomial time. In COMP 3804, the following result will be shown (using a technique called *dynamic programming*):

**Theorem 9.2.3** Let $\Sigma$ be an alphabet, and let $A \subseteq \Sigma^*$ be a context-free language. Then $A \in \mathsf{P}$.

Observe that, obviously, every language in $\mathsf{P}$ is decidable.

**The 2-coloring problem**

Let $G$ be a graph with vertex set $V$ and edge set $E$. We say that $G$ is 2-colorable, if it is possible to give each vertex of $V$ a color such that

1. for each edge $(u, v) \in E$, the vertices $u$ and $v$ have different colors, and
2. only two colors are used to color all vertices.

See Figure 9.1 for an example. We define the following language:

$$2\text{Color} := \{(G) : \text{the graph } G \text{ is 2-colorable}\},$$

where $(G)$ denotes the binary string that encodes the graph $G$.

We claim that $2\text{Color} \in \mathsf{P}$. In order to show this, we have to construct an algorithm that decides in polynomial time, whether or not any given graph is 2-colorable.

Let $G$ be an arbitrary graph with vertex set $V = \{1, 2, \ldots, m\}$. The edge set of $G$ is given by an *adjacency matrix*. This matrix, which we denote by $E$, is a two-dimensional array with $m$ rows and $m$ columns. For all $i$ and $j$ with $1 \leq i \leq m$ and $1 \leq j \leq m$, we have

$$E(i, j) = \begin{cases} 
1 & \text{if } (i, j) \text{ is an edge of } G, \\
0 & \text{otherwise}.
\end{cases}$$
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The length of the input $G$, i.e., the number of bits needed to specify $G$, is equal to $m^2 = n$. We will present an algorithm that decides, in $O(n)$ time, whether or not the graph $G$ is 2-colorable.

The algorithm uses the colors red and blue. It gives the first vertex the color red. Then, the algorithm considers all vertices that are connected by an edge to the first vertex, and colors them blue. Now the algorithm is done with the first vertex; it marks this first vertex.

Next, the algorithm chooses a vertex $i$ that already has a color, but that has not been marked. Then it considers all vertices $j$ that are connected by an edge to $i$. If $j$ has the same color as $i$, then the input graph $G$ is not 2-colorable. Otherwise, if vertex $j$ does not have a color yet, the algorithm gives $j$ the color that is different from $i$’s color. After having done this for all neighbors $j$ of $i$, the algorithm is done with vertex $i$, so it marks $i$.

It may happen that there is no vertex $i$ that already has a color but that has not been marked. (In other words, each vertex $i$ that is not marked does not have a color yet.) In this case, the algorithm chooses an arbitrary vertex $i$ having this property, and colors it red. (This vertex $i$ is the first vertex in its connected component that gets a color.)

This procedure is repeated until all vertices of $G$ have been marked.

We now give a formal description of this algorithm. Vertex $i$ has been marked, if

1. $i$ has a color,
2. all vertices that are connected by an edge to $i$ have a color, and
3. the algorithm has verified that each vertex that is connected by an edge to $i$ has a color different from $i$’s color.

The algorithm uses two arrays $f(1 \ldots m)$ and $a(1 \ldots m)$, and a variable $M$. The value of $f(i)$ is equal to the color (red or blue) of vertex $i$; if $i$ does not have a color yet, then $f(i) = 0$. The value of $a(i)$ is equal to

$$a(i) = \begin{cases} 
1 & \text{if vertex } i \text{ has been marked}, \\
0 & \text{otherwise}.
\end{cases}$$

The value of $M$ is equal to the number of marked vertices. The algorithm is presented in Figure 9.2. You are encouraged to convince yourself of the correctness of this algorithm. That is, you should
Algorithm 2Color
for i := 1 to m do f(i) := 0; a(i) := 0 endfor;
f(1) := red; M := 0;
while M ≠ m
do (* Find the minimum index i for which vertex i has not
beeen marked, but has a color already *)
bool := false; i := 1;
while bool = false and i ≤ m
do if a(i) = 0 and f(i) ≠ 0 then bool := true else i := i + 1 endif;
endwhile;
(* If bool = true, then i is the smallest index such that
a(i) = 0 and f(i) ≠ 0.
If bool = false, then for all i, the following holds: if a(i) = 0, then
f(i) = 0; because M < m, there is at least one such i. *)
if bool = true then for j := 1 to m
do if E(i, j) = 1
then if f(i) = f(j)
then return NO and terminate
else if f(j) = 0
then if f(i) = red
then f(j) := blue
else f(j) := red
endif
endif
endif
endfor;
a(i) := 1; M := M + 1;
else i := 1;
while a(i) ≠ 0 do i := i + 1 endwhile;
(* an unvisited connected component starts at vertex i *)
f(i) := red
endwhile;
return YES

Figure 9.2: An algorithm that decides whether or not a graph G is 2-colorable.

convince yourself that this algorithm returns YES if the graph G is 2-colorable, whereas it returns
NO otherwise.

What is the running time of this algorithm? First we count the number of iterations of the
outer while-loop. In one iteration, either M increases by one, or a vertex i, for which a(i) = 0,
gets the color red. In the latter case, the variable M is increased during the next iteration of the
outer while-loop. Since, during the entire outer while-loop, the value of M is increased from zero
to m, it follows that there are at most 2m iterations of the outer while-loop. (In fact, the number
of iterations is equal to m plus the number of connected components of G minus one.)

One iteration of the outer while-loop takes O(m) time. Hence, the total running time of the
algorithm is O(m^2); which is O(n). Therefore, we have shown that 2Color ∈ P.
9.3 The complexity class NP

Before we define the class \( \text{NP} \), we consider some examples.

**Example 9.3.1** Let \( G \) be a graph with vertex set \( V \) and edge set \( E \), and let \( k \geq 1 \) be an integer. We say that \( G \) is \( k \)-colorable, if it is possible to give each vertex of \( V \) a color such that

1. for each edge \((u, v) \in E\), the vertices \( u \) and \( v \) have different colors, and
2. at most \( k \) different colors are used to color all vertices.

We define the following language:

\[
k\text{Color} := \{\langle G \rangle : \text{the graph } G \text{ is } k\text{-colorable}\}.\]

We have seen that for \( k = 2 \), this problem is in the class \( \text{P} \). For \( k \geq 3 \), it is not known whether there exists an algorithm that decides, in polynomial time, whether or not any given graph is \( k \)-colorable. In other words, for \( k \geq 3 \), it is not known whether or not \( k\text{Color} \) is in the class \( \text{P} \).

**Example 9.3.2** Let \( G \) be a graph with vertex set \( V = \{1, 2, \ldots, m\} \) and edge set \( E \). A Hamilton cycle is a cycle in \( G \) that visits each vertex exactly once. Formally, it is a sequence \( v_1, v_2, \ldots, v_m \) of vertices such that

1. \( \{v_1, v_2, \ldots, v_m\} = V \), and
2. \( \{(v_1, v_2), (v_2, v_3), \ldots, (v_{m-1}, v_m), (v_m, v_1)\} \subseteq E \).

We define the following language:

\[
\text{HC} := \{\langle G \rangle : \text{the graph } G \text{ contains a Hamilton cycle}\}.\]

It is not known whether or not \( \text{HC} \) is in the class \( \text{P} \).

**Example 9.3.3** The sum of subset language is defined as follows:

\[
\text{SOS} := \{(a_1, a_2, \ldots, a_m, b) : m, a_1, a_2, \ldots, a_m, b \in \mathbb{N}_0 \text{ and } \exists I \subseteq \{1, 2, \ldots, m\}, \sum_{i \in I} a_i = b\}.\]

Also in this case, no polynomial-time algorithm is known that decides the language \( \text{SOS} \). That is, it is not known whether or not \( \text{SOS} \) is in the class \( \text{P} \).

**Example 9.3.4** An integer \( x \geq 2 \) is a prime number, if there are no \( a, b \in \mathbb{N} \) such that \( a \neq x \), \( b \neq x \), and \( x = ab \). Hence, the language of all non-primes that are greater than or equal to two, is

\[
\text{NPrim} := \{\langle x \rangle : x \geq 2 \text{ and } x \text{ is not a prime number}\}.\]

It is not obvious at all, whether or not \( \text{NPrim} \) is in the class \( \text{P} \). In fact, it was shown only in 2002 that \( \text{NPrim} \) is in the class \( \text{P} \).

**Observation 9.3.5** The four languages above have the following in common: If someone gives us a “solution” for any given input, then we can easily, i.e., in polynomial time, verify whether or not this “solution” is a correct solution. Moreover, for any input to each of these four problems, there exists a “solution” whose length is polynomial in the length of the input.
Let us again consider the language \( k\text{Color} \). Let \( G \) be a graph with vertex set \( V = \{1, 2, \ldots, m\} \) and edge set \( E \), and let \( k \) be a positive integer. We want to decide whether or not \( G \) is \( k \)-colorable. A “solution” is a coloring of the nodes using at most \( k \) different colors. That is, a solution is a sequence \( f_1, f_2, \ldots, f_m \). (Interpret this as: vertex \( i \) receives color \( f_i \), \( 1 \leq i \leq m \)). This sequence is a correct solution if and only if

1. \( f_i \in \{1, 2, \ldots, k\} \), for all \( i \) with \( 1 \leq i \leq m \), and
2. for all \( i \) with \( 1 \leq i \leq m \), and for all \( j \) with \( 1 \leq j \leq m \), if \( (i, j) \in E \), then \( f_i \neq f_j \).

If someone gives us this solution (i.e., the sequence \( f_1, f_2, \ldots, f_m \)), then we can verify in polynomial time whether or not these two conditions are satisfied. The length of this solution is \( O(m \log k) \): for each \( i \), we need about \( \log k \) bits to represent \( f_i \). Hence, the length of the solution is polynomial in the length of the input, i.e., it is polynomial in the number of bits needed to represent the graph \( G \) and the number \( k \).

For the Hamilton cycle problem, a solution consists of a sequence \( v_1, v_2, \ldots, v_m \) of vertices. This sequence is a correct solution if and only if

1. \( \{v_1, v_2, \ldots, v_m\} = \{1, 2, \ldots, m\} \) and
2. \( \{(v_1, v_2), (v_2, v_3), \ldots, (v_{m-1}, v_m), (v_m, v_1)\} \subseteq E \).

These two conditions can be verified in polynomial time. Moreover, the length of the solution is polynomial in the length of the input graph.

Consider the sum of subset problem. A solution is a sequence \( c_1, c_2, \ldots, c_m \). It is a correct solution if and only if

1. \( c_i \in \{0, 1\} \), for all \( i \) with \( 1 \leq i \leq m \), and
2. \( \sum_{i=1}^{m} c_i a_i = b \).

Hence, the set \( I \subseteq \{1, 2, \ldots, m\} \) in the definition of \( \text{SOS} \) is the set of indices \( i \) for which \( c_i = 1 \). Again, these two conditions can be verified in polynomial time, and the length of the solution is polynomial in the length of the input.

Finally, let us consider the language \( NPrim \). Let \( x \geq 2 \) be an integer. The integers \( a \) and \( b \) form a “solution” for \( x \) if and only if

1. \( 2 \leq a < x \),
2. \( 2 \leq b < x \), and
3. \( x = ab \).

Clearly, these three conditions can be verified in polynomial time. Moreover, the length of this solution, i.e., the total number of bits in the binary representations of \( a \) and \( b \), is polynomial in the number of bits in the binary representation of \( x \).

Languages having the property that the correctness of a proposed “solution” can be verified in polynomial time, form the class \( \textbf{NP} \):
Definition 9.3.6 A language $A$ belongs to the class $NP$, if there exist a polynomial $p$ and a language $B \in \mathcal{P}$, such that for every string $w$,

$$w \in A \iff \exists s : |s| \leq p(|w|) \text{ and } \langle w, s \rangle \in B.$$  

In words, a language $A$ is in the class $NP$, if for every string $w$, $w \in A$ if and only if the following two conditions are satisfied:

1. There is a “solution” $s$, whose length $|s|$ is polynomial in the length of $w$ (i.e., $|s| \leq p(|w|)$, where $p$ is a polynomial).

2. In polynomial time, we can verify whether or not $s$ is a correct “solution” for $w$ (i.e., $\langle w, s \rangle \in B$ and $B \in \mathcal{P}$).

Hence, the language $B$ can be regarded to be the “verification language”:

$$B = \{ \langle w, s \rangle : s \text{ is a correct "solution" for } w \}.$$  

We have given already informal proofs of the fact that the languages $kColor$, $HC$, $SOS$, and $NPrim$ are all contained in the class $NP$. Below, we formally prove that $NPrim \in NP$. To prove this claim, we have to specify the polynomial $p$ and the language $B \in \mathcal{P}$. First, we observe that

$$NPrim = \{ \langle x \rangle : \text{there exist } a \text{ and } b \in \mathbb{N} \text{ such that } 2 \leq a < x, 2 \leq b < x \text{ and } x = ab \}. \tag{9.1}$$  

We define the polynomial $p$ by $p(n) := n + 2$, and the language $B$ as

$$B := \{ \langle x, a, b \rangle : x \geq 2, 2 \leq a < x, 2 \leq b < x \text{ and } x = ab \}.$$  

It is obvious that $B \in \mathcal{P}$: For any three positive integers $x$, $a$, and $b$, we can verify in polynomial time whether or not $\langle x, a, b \rangle \in B$. In order to do this, we only have to verify whether or not $x \geq 2$, $2 \leq a < x$, $2 \leq b < x$, and $x = ab$. If all these four conditions are satisfied, then $\langle x, a, b \rangle \in B$. If at least one of them is not satisfied, then $\langle x, a, b \rangle \notin B$.

It remains to show that for all $x \in \mathbb{N}$:

$$\langle x \rangle \in NPrim \iff \exists a, b : |\langle a, b \rangle| \leq |\langle x \rangle| + 2 \text{ and } \langle x, a, b \rangle \in B. \tag{9.2}$$  

(Remember that $|\langle x \rangle|$ denotes the number of bits in the binary representation of $x$; $|\langle a, b \rangle|$ denotes the total number of bits of $a$ and $b$, i.e., $|\langle a, b \rangle| = |\langle a \rangle| + |\langle b \rangle|$.)

Let $x \in NPrim$. It follows from (9.1) that there exist $a$ and $b$ in $\mathbb{N}$, such that $2 \leq a < x$, $2 \leq b < x$, and $x = ab$. Since $x = ab \geq 2 \cdot 2 = 4 \geq 2$, it follows that $\langle x, a, b \rangle \in B$. Hence, it remains to show that

$$|\langle a, b \rangle| \leq |\langle x \rangle| + 2.$$  

The binary representation of $x$ contains $\lceil \log x \rceil + 1$ bits, i.e., $|\langle x \rangle| = |\lceil \log x \rceil + 1$. We have

$$|\langle a, b \rangle| = |\langle a \rangle| + |\langle b \rangle| = (\lceil \log a \rceil + 1) + (\lceil \log b \rceil + 1) \leq \log a + \log b + 2 = \log ab + 2 = \log x + 2 \leq |\log x| + 3 = |\langle x \rangle| + 2.$$  
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This proves one direction of (9.2).

To prove the other direction, we assume that there are positive integers $a$ and $b$, such that $|\langle a, b \rangle| \leq |\langle x \rangle| + 2$ and $\langle x, a, b \rangle \in B$. Then it follows immediately from (9.1) and the definition of the language $B$, that $x \in NPrim$. Hence, we have proved the other direction of (9.2). This completes the proof of the claim that $NPrim \in \mathbf{NP}$.

### 9.3.1 $\mathbf{P}$ is contained in $\mathbf{NP}$

Intuitively, it is clear that $\mathbf{P} \subseteq \mathbf{NP}$, because a language is

- in $\mathbf{P}$, if for every string $w$, it is possible to compute the “solution” $s$ in polynomial time,
- in $\mathbf{NP}$, if for every string $w$ and for any given “solution” $s$, it is possible to verify in polynomial time whether or not $s$ is a correct solution for $w$ (hence, we do not need to compute the solution $s$ ourselves, we only have to verify it).

We give a formal proof of this:

**Theorem 9.3.7** $\mathbf{P} \subseteq \mathbf{NP}$.

**Proof.** Let $A \in \mathbf{P}$. We will prove that $A \in \mathbf{NP}$. Define the polynomial $p$ by $p(n) := 0$ for all $n \in \mathbb{N}_0$, and define

$$B := \{ \langle w, \epsilon \rangle : w \in A \}.$$

Since $A \in \mathbf{P}$, the language $B$ is also contained in $\mathbf{P}$. It is easy to see that

$$w \in A \iff \exists s : |s| \leq p(|w|) = 0 \text{ and } \langle w, s \rangle \in B.$$

This completes the proof. \qed

### 9.3.2 Deciding $\mathbf{NP}$-languages in exponential time

Let us look again at the definition of the class $\mathbf{NP}$. Let $A$ be a language in this class. Then there exist a polynomial $p$ and a language $B \in \mathbf{P}$, such that for all strings $w$,

$$w \in A \iff \exists s : |s| \leq p(|w|) \text{ and } \langle w, s \rangle \in B. \quad (9.3)$$

How do we decide whether or not any given string $w$ belongs to the language $A$? If we can find a string $s$ that satisfies the right-hand side in (9.3), then we know that $w \in A$. On the other hand, if there is no such string $s$, then $w \notin A$. How much time do we need to decide whether or not such a string $s$ exists?

For example, let $A$ be the language $NPrim$, and let $x \in \mathbb{N}$. The algorithm in Figure 9.3 decides whether or not $\langle x \rangle \in NPrim$.

It is clear that this algorithm is correct. Let $n$ be the length of the binary representation of $x$, i.e., $n = |\log x| + 1$. If $x > 2$ and $x$ is a prime number, then the while-loop makes $x - 2$ iterations. Therefore, since $n - 1 = |\log x| \leq \log x$, the running time of this algorithm is at least

$$x - 2 \geq 2^{n-1} - 2,$$
Algorithm NonPrime
(* decides whether or not \( \langle x \rangle \in NPrim \ *))
if \( x = 0 \) or \( x = 1 \) or \( x = 2 \)
then return NO and terminate
else \( a := 2 \);
    while \( a < x \)
    do if \( x \mod a = 0 \)
        then return YES and terminate
        else \( a := a + 1 \)
    endif
    endwhile;
return NO
endif

Figure 9.3: An algorithm that decides whether or not a number \( x \) is contained in the language NPrim.

i.e., it is at least exponential in the length of the input.

We now prove that every language in \( NP \) can be decided in exponential time. Let \( A \) be an arbitrary language in \( NP \). Let \( p \) be the polynomial, and let \( B \in P \) be the language such that for all strings \( w \),
\[
w \in A \iff \exists s : |s| \leq p(|w|) \text{ and } \langle w, s \rangle \in B.
\]
(9.4)
The following algorithm decides, for any given string \( w \), whether or not \( w \in A \). It does so by looking at all possible strings \( s \) for which \( |s| \leq p(|w|) \):

for all \( s \) with \( |s| \leq p(|w|) \)
do if \( \langle w, s \rangle \in B \)
    then return YES and terminate
    endif
endfor;
return NO

The correctness of the algorithm follows from (9.4). What is the running time? We assume that \( w \) and \( s \) are represented as binary strings. Let \( n \) be the length of the input, i.e., \( n = |w| \).

How many binary strings \( s \) are there whose length is at most \( p(|w|) \)? Any such \( s \) can be described by a sequence of length \( p(|w|) = p(n) \), consisting of the symbols “0”, “1”, and the blank symbol. Hence, there are at most \( 3^{p(n)} \) many binary strings \( s \) with \( |s| \leq p(n) \). Therefore, the for-loop makes at most \( 3^{p(n)} \) iterations.

Since \( B \in P \), there is an algorithm and a polynomial \( q \), such that this algorithm, when given any input string \( z \), decides in \( q(|z|) \) time, whether or not \( z \in B \). This input \( z \) has the form \( \langle w, s \rangle \), and we have
\[
|z| = |w| + |s| \leq |w| + p(|w|) = n + p(n).
\]
It follows that the total running time of our algorithm that decides whether or not \( w \in A \), is
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bounded from above by

\[ 3^p(n) \cdot q(n + p(n)) \leq 2^{2p(n)} \cdot q(n + p(n)) \]

\[ \leq 2^{2p(n)} \cdot 2^{q(n+p(n))} \]

\[ = 2^{2p(n)} \cdot 2^{q(n)} \]

where \( p' \) is the polynomial that is defined by \( p'(n) := 2p(n) + q(n + p(n)) \).

If we define the class \( \text{EXP} \) as

\[ \text{EXP} := \{ A : \text{there exists a polynomial } p, \text{ such that } A \text{ can be} \]
\[ \text{decided in time } 2^{p(n)} \} , \]

then we have proved the following theorem.

**Theorem 9.3.8** \( \text{NP} \subseteq \text{EXP} \).

### 9.3.3 Summary

- **P \subseteq NP.** It is not known whether \( P \) is a proper subclass of \( NP \), or whether \( P = NP \). This is one of the most important open problems in computer science. If you can solve this problem, then you will get one million dollars; not from us, but from the Clay Mathematics Institute, see

  http://www.claymath.org/prizeproblems/index.htm

  Most people believe that \( P \) is a proper subclass of \( NP \).

- **NP \subseteq EXP**, i.e., each language in \( NP \) can be decided in exponential time. It is not known whether \( NP \) is a proper subclass of \( EXP \), or whether \( NP = EXP \).

- It follows from \( P \subseteq NP \) and \( NP \subseteq EXP \), that \( P \subseteq EXP \). It can be shown that \( P \) is a proper subset of \( EXP \), i.e., there exist languages that can be decided in exponential time, but that cannot be decided in polynomial time.

- **P** is the class of those languages that can be decided efficiently, i.e., in polynomial time. Sets that are not in \( P \), are not efficiently decidable.

### 9.4 Non-deterministic algorithms

The abbreviation \( NP \) stands for Non-deterministic Polynomial time. The algorithms that we have considered so far are deterministic, which means that at any time during the computation, the next computation step is uniquely determined. In a non-deterministic algorithm, there are one or more possibilities for being the next computation step, and the algorithm chooses one of them.

To give an example, we consider the language \( SOS \), see Example 9.3.3. Let \( m, a_1, a_2, \ldots, a_m, \) and \( b \) be elements of \( \mathbb{N}_0 \). Then

\[ (a_1, a_2, \ldots, a_m, b) \in SOS \iff \text{there exist } c_1, c_2, \ldots, c_m \in \{0, 1\}, \]

\[ \text{such that } \sum_{i=1}^{m} c_i a_i = b. \]

The following non-deterministic algorithm decides the language \( SOS \):
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Algorithm $SOS(m, a_1, a_2, \ldots, a_m, b)$:

\[
\begin{align*}
s &:= 0; \\
\text{for } i := 1 \text{ to } m & \text{ do } s := s \mid s := s + a_i \\
\text{endfor}; & \\
\text{if } s = b & \text{ then return YES} \\
\text{else return NO} & \text{ endif}
\end{align*}
\]

The line

\[
s := s \mid s := s + a_i
\]

means that either the instruction “$s := s$” or the instruction “$s := s + a_i$” is executed.

Let us assume that $\langle a_1, a_2, \ldots, a_m, b \rangle \in SOS$. Then there are $c_1, c_2, \ldots, c_m \in \{0, 1\}$ such that $\sum_{i=1}^{m} c_i a_i = b$. Assume our algorithm does the following, for each $i$ with $1 \leq i \leq m$: In the $i$-th iteration,

- if $c_i = 0$, then it executes the instruction “$s := s$”,
- if $c_i = 1$, then it executes the instruction “$s := s + a_i$”.

Then after the for-loop, we have $s = b$, and the algorithm returns YES; hence, the algorithm has correctly found out that $\langle a_1, a_2, \ldots, a_m, b \rangle \in SOS$. In other words, in this case, there exists at least one accepting computation.

On the other hand, if $\langle a_1, a_2, \ldots, a_m, b \rangle \notin SOS$, then the algorithm always returns NO, no matter which of the two instructions is executed in each iteration of the for-loop. In this case, there is no accepting computation.

**Definition 9.4.1** Let $M$ be a non-deterministic algorithm. We say that $M$ accepts a string $w$, if there exists at least one computation that, on input $w$, returns YES.

**Definition 9.4.2** We say that a non-deterministic algorithm $M$ decides a language $A$ in time $T$, if for every string $w$, the following holds: $w \in A$ if and only if there exists at least one computation that, on input $w$, returns YES and that takes at most $T(|w|)$ time.

The non-deterministic algorithm that we have seen above decides the language $SOS$ in linear time: Let $\langle a_1, a_2, \ldots, a_m, b \rangle \in SOS$, and let $n$ be the length of this input. Then

\[
n = |\langle a_1 \rangle| + |\langle a_2 \rangle| + \ldots + |\langle a_m \rangle| + |\langle b \rangle| \geq m.
\]

For this input, there is a computation that returns YES and that takes $O(m) = O(n)$ time.

As in Section 9.2, we define the notion of “polynomial time” for non-deterministic algorithms. The following theorem relates this notion to the class $\textbf{NP}$ that we defined in Definition 9.3.6.

**Theorem 9.4.3** A language $A$ is in the class $\textbf{NP}$ if and only if there exists a non-deterministic Turing machine (or Java program) that decides $A$ in polynomial time.
9.5 NP-complete languages

Languages in the class P are considered easy, i.e., they can be decided in polynomial time. People believe (but cannot prove) that P is a proper subclass of NP. If this is true, then there are languages in NP that are hard, i.e., cannot be decided in polynomial time.

Intuition tells us that if P ≠ NP, then the hardest languages in NP are not contained in P. These languages are called NP-complete. In this section, we will give a formal definition of this concept.

If we want to talk about the “hardest” languages in NP, then we have to be able to compare two languages according to their “difficulty”. The idea is as follows: We say that a language B is “at least as hard” as a language A, if the following holds: If B can be decided in polynomial time, then A can also be decided in polynomial time.

**Definition 9.5.1** Let $A \subseteq \{0,1\}^*$ and $B \subseteq \{0,1\}^*$ be languages. We say that $A \leq_P B$, if there exists a function

$$ f : \{0,1\}^* \rightarrow \{0,1\}^* $$

such that

1. $f \in \text{FP}$ and
2. for all strings $w$ in $\{0,1\}^*$,

$$ w \in A \iff f(w) \in B. $$

If $A \leq_P B$, then we also say that “B is at least as hard as A”, or “A is polynomial-time reducible to B”.

We first show that this formal definition is in accordance with the intuitive definition given above.

**Theorem 9.5.2** Let $A$ and $B$ be languages such that $B \in \text{P}$ and $A \leq_P B$. Then $A \in \text{P}$.

**Proof.** Let $f : \{0,1\}^* \rightarrow \{0,1\}^*$ be the function in FP for which

$$ w \in A \iff f(w) \in B. $$

The following algorithm decides whether or not any given binary string $w$ is in $A$:

```
    u := f(w);
    if u ∈ B then return YES
    else return NO
```

(9.5)

The correctness of this algorithm follows immediately from (9.5). So it remains to show that the running time is polynomial in the length of the input string $w$.

Since $f \in \text{FP}$, there exists a polynomial $p$ such that the function $f$ can be computed in time $p$. Similarly, since $B \in \text{P}$, there exists a polynomial $q$, such that the language $B$ can be decided in time $q$. 
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Let \( n \) be the length of the input string \( w \), i.e., \( n = |w| \). Then the length of the string \( u \) is less than or equal to \( p(|w|) = p(n) \). (Why?) Therefore, the running time of our algorithm is bounded from above by
\[
p(|w|) + q(|u|) \leq p(n) + q(p(n)).
\]
Since the function \( p' \), defined by \( p'(n) := p(n) + q(p(n)) \), is a polynomial, this proves that \( A \in \mathbf{P} \).

The following theorem states that the relation \( \leq_P \) is reflexive and transitive. We leave the proof as an exercise.

**Theorem 9.5.3** Let \( A, B, \) and \( C \) be languages. Then

1. \( A \leq_P A \), and
2. if \( A \leq_P B \) and \( B \leq_P C \), then \( A \leq_P C \).

We next show that the languages in \( \mathbf{P} \) are the easiest languages in \( \mathbf{NP} \):

**Theorem 9.5.4** Let \( A \) be a language in \( \mathbf{P} \), and let \( B \) be an arbitrary language such that \( B \neq \emptyset \) and \( B \neq \{0,1\}^* \). Then \( A \leq_P B \).

**Proof.** We choose two strings \( u \) and \( v \) in \( \{0,1\}^* \), such that \( u \in B \) and \( v \notin B \). (Observe that this is possible.) Define the function \( f : \{0,1\}^* \to \{0,1\}^* \) by
\[
f(w) := \begin{cases} u & \text{if } w \in A, \\ v & \text{if } w \notin A. \end{cases}
\]
Then it is clear that for any binary string \( w \),
\[
w \in A \iff f(w) \in B.
\]
Since \( A \in \mathbf{P} \), the function \( f \) can be computed in polynomial time, i.e., \( f \in \mathbf{FP} \).

### 9.5.1 Two examples of reductions

**Sum of subsets and knapsacks**

We start with a simple reduction. Consider the two languages

\[
\text{SOS} := \{ (a_1, \ldots, a_m, b) : m, a_1, \ldots, a_m, b \in \mathbb{N}_0 \text{ and there exist } c_1, \ldots, c_m \in \{0,1\}, \text{ such that } \sum_{i=1}^m c_i a_i = b \}
\]

and

\[
\text{KS} := \{ (w_1, \ldots, w_m, k_1, \ldots, k_m, W, K) : m, w_1, \ldots, w_m, k_1, \ldots, k_m, W, K \in \mathbb{N}_0 \\
\text{ and there exist } c_1, \ldots, c_m \in \{0,1\}, \\
\text{ such that } \sum_{i=1}^m c_i w_i \leq W \text{ and } \sum_{i=1}^m c_i k_i \geq K \}.
\]
The notation $KS$ stands for knapsack: We have $m$ pieces of food. The $i$-th piece has weight $w_i$ and contains $k_i$ calories. We want to decide whether or not we can fill our knapsack with a subset of the pieces of food such that the total weight is at most $W$, and the total amount of calories is at least $K$.

**Theorem 9.5.5** $SOS \leq_p KS$.

**Proof.** Let us first see what we have to show. According to Definition 9.5.1, we need a function $f \in FP$, that maps input strings for $SOS$ to input strings for $KS$, in such a way that

$$\langle a_1, \ldots, a_m, b \rangle \in SOS \iff f(\langle a_1, \ldots, a_m, b \rangle) \in KS.$$ 

In order for $f(\langle a_1, \ldots, a_m, b \rangle)$ to be an input string for $KS$, this function value has to be of the form

$$f(\langle a_1, \ldots, a_m, b \rangle) = \langle w_1, \ldots, w_m, k_1, \ldots, k_m, W, K \rangle.$$ 

We define

$$f(\langle a_1, \ldots, a_m, b \rangle) := \langle a_1, \ldots, a_m, a_1, \ldots, a_m, b, b \rangle.$$ 

It is clear that $f \in FP$. We have

$$\langle a_1, \ldots, a_m, b \rangle \in SOS$$

$$\iff$$

there exist $c_1, \ldots, c_m \in \{0, 1\}$ such that $\sum_{i=1}^m c_i a_i = b$ 

$$\iff$$

there exist $c_1, \ldots, c_m \in \{0, 1\}$ such that $\sum_{i=1}^m c_i a_i \leq b$ and $\sum_{i=1}^m c_i a_i \geq b$ 

$$\iff$$

$\langle a_1, \ldots, a_m, a_1, \ldots, a_m, b, b \rangle \in KS$ 

$$\iff$$

$f(\langle a_1, \ldots, a_m, b \rangle) \in KS$. 

\[ \square \]

**Clique** and **Boolean formulas**

We will define two languages $A = 3SAT$ and $B = Clique$ that have, at first sight, nothing to do with each other. Then we show that, nevertheless, $A \leq_p B$.

Let $G$ be a graph with vertex set $V$ and edge set $E$. A subset $V'$ of $V$ is called a clique, if each pair of distinct vertices in $V'$ is connected by an edge in $E$. We define the following language:

$Clique := \{ (G, k) : k \in \mathbb{N} \text{ and } G \text{ has a clique with } k \text{ vertices} \}$.

We encourage you to prove the following claim:

**Theorem 9.5.6** $Clique \in NP$.

Next we consider Boolean formulas $\varphi$, with variables $x_1, x_2, \ldots, x_m$, having the form

$$\varphi = C_1 \land C_2 \land \ldots \land C_k,$$ 

where each $C_i$, $1 \leq i \leq k$, is of the form

$$C_i = \ell_1^i \lor \ell_2^i \lor \ell_3^i.$$ 
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Each \( \ell^a_i \) is either a variable or the negation of a variable. An example of such a formula is
\[
\varphi = (x_1 \lor \neg x_1 \lor \neg x_2) \land (x_3 \lor x_2 \lor x_4) \land (\neg x_1 \lor \neg x_3 \lor \neg x_4).
\]
A formula \( \varphi \) of the form (9.6) is said to be \textit{satisfiable}, if there exists a truth-value in \( \{0, 1\} \) for each of the variables \( x_1, x_2, \ldots, x_m \), such that the entire formula \( \varphi \) is true. Our example formula is satisfiable: If we take \( x_1 = 0 \) and \( x_2 = 1 \), and give \( x_3 \) and \( x_4 \) an arbitrary value, then
\[
\varphi = (0 \lor 1 \lor 0) \land (x_3 \lor 1 \lor x_4) \land (1 \lor \neg x_3 \lor \neg x_4) = 1.
\]
We define the following language:
\[
3SAT := \{ \langle \varphi \rangle : \varphi \text{ is of the form (9.6) and is satisfiable} \}.
\]
Again, we encourage you to prove the following claim:

**Theorem 9.5.7** \( 3SAT \in \text{NP} \).

Observe that the elements of \textit{Clique} (which are pairs consisting of a graph and a positive integer) are completely different from the elements of \( 3SAT \) (which are Boolean formulas). We will show that \( 3SAT \leq_P \text{Clique} \). Recall that this means the following: If the language \textit{Clique} can be decided in polynomial time, then the language \( 3SAT \) can also be decided in polynomial time. In other words, any polynomial-time algorithm that decides \textit{Clique} can be converted to a polynomial-time algorithm that decides \( 3SAT \).

**Theorem 9.5.8** \( 3SAT \leq_P \text{Clique} \).

**Proof.** We have to show that there exists a function \( f \in \text{FP} \), that maps input strings for \( 3SAT \) to input strings for \textit{Clique}, such that for each Boolean formula \( \varphi \) that is of the form (9.6),
\[
\langle \varphi \rangle \in 3SAT \iff f(\langle \varphi \rangle) \in \text{Clique}.
\]
The function \( f \) maps the binary string encoding an arbitrary Boolean formula \( \varphi \) to a binary string encoding a pair \((G, k)\), where \( G \) is a graph and \( k \) is a positive integer. We have to define this function \( f \) in such a way that
\[
\varphi \text{ is satisfiable } \iff G \text{ has a clique with } k \text{ vertices}.
\]
Let
\[
\varphi = C_1 \land C_2 \land \ldots \land C_k
\]
be an arbitrary Boolean formula in the variables \( x_1, x_2, \ldots, x_m \), where each \( C_i \), \( 1 \leq i \leq k \), is of the form
\[
C_i = \ell^1_i \lor \ell^2_i \lor \ell^3_i.
\]
Remember that each \( \ell^a_i \) is either a variable or the negation of a variable.

The formula \( \varphi \) is mapped to the pair \((G, k)\), where the vertex set \( V \) and the edge set \( E \) of the graph \( G \) are defined as follows:
- \( V = \{v^1_1, v^1_2, v^1_3, \ldots, v^k_1, v^k_2, v^k_3\} \). The idea is that each vertex \( v^i_a \) corresponds to one term \( \ell^a_i \).
Figure 9.4: The formula $\varphi$ in (9.7) is mapped to this graph. The vertices on the top represent $C_1$; the vertices on the left represent $C_2$; the vertices on the right represent $C_3$.

- The pair $(v_i^a, v_j^b)$ of vertices form an edge in $E$ if and only if
  - $i \neq j$ and
  - $\ell_i^a$ is not the negation of $\ell_j^b$.

To give an example, let $\varphi$ be the Boolean formula

$$
\varphi = (x_1 \lor \neg x_2 \lor \neg x_3) \land (\neg x_1 \lor x_2 \lor x_3) \land (x_1 \lor x_2 \lor x_3),
$$

(9.7)
i.e., $k = 3$, $C_1 = x_1 \lor \neg x_2 \lor \neg x_3$, $C_2 = \neg x_1 \lor x_2 \lor x_3$, and $C_3 = x_1 \lor x_2 \lor x_3$. The graph $G$ that corresponds to this formula is given in Figure 9.4.

It is not difficult to see that the function $f$ can be computed in polynomial time. So it remains to prove that

$$
\varphi \text{ is satisfiable } \iff G \text{ has a clique with } k \text{ vertices.}
$$

(9.8)

To prove this, we first assume that the formula

$$
\varphi = C_1 \land C_2 \land \ldots \land C_k
$$
is satisfiable. Then there exists a truth-value in $\{0,1\}$ for each of the variables $x_1, x_2, \ldots, x_m$, such that the entire formula $\varphi$ is true. Hence, for each $i$ with $1 \leq i \leq k$, there is at least one term $\ell_i^a$ in

$$
C_i = \ell_1^i \lor \ell_2^i \lor \ell_3^i
$$
that is true (i.e., has value 1).

Let $V'$ be the set of vertices obtained by choosing for each $i$, $1 \leq i \leq k$, exactly one vertex $v_i^a$ such that $\ell_i^a$ has value 1.
It is clear that $V'$ contains exactly $k$ vertices. We claim that this set is a clique in $G$. To prove this claim, let $v'_a$ and $v'_b$ be two distinct vertices in $V'$. It follows from the definition of $V'$ that $i \neq j$ and $\ell_a = \ell_b = 1$. Hence, $\ell_a$ is not the negation of $\ell_b$. But this means that the vertices $v'_a$ and $v'_b$ are connected by an edge in $G$.

This proves one direction of (9.8). To prove the other direction, we assume that the graph $G$ contains a clique $V'$ with $k$ vertices.

The vertices of $G$ consist of $k$ groups, where each group contains exactly three vertices. Since vertices within the same group are not connected by edges, the clique $V'$ contains exactly one vertex from each group. Hence, for each $i$ with $1 \leq i \leq k$, there is exactly one $a$, such that $v_i a \in V'$. Consider the corresponding term $\ell_i a$. We know that this term is either a variable or the negation of a variable, i.e., $\ell_i a$ is either of the form $x_j$ or of the form $\neg x_j$. If $\ell_i a = x_j$, then we give $x_j$ the truth-value 1. Otherwise, we have $\ell_i a = \neg x_j$, in which case we give $x_j$ the truth-value 0. Since $V'$ is a clique, each variable gets at most one truth-value. If a variable has no truth-value yet, then we give it an arbitrary truth-value.

If we substitute these truth-values into $\varphi$, then the entire formula has value 1. Hence, $\varphi$ is satisfiable.

In order to get a better understanding of this proof, you should verify the proof for the formula $\varphi$ in (9.7) and the graph $G$ in Figure 9.4.

9.5.2 Definition of NP-completeness

Reductions, as defined in Definition 9.5.1, allow us to compare two languages according to their difficulty. A language $B$ in $\text{NP}$ is called $\text{NP}$-complete, if $B$ belongs to the most difficult languages in $\text{NP}$; in other words, $B$ is at least as hard as any other language in $\text{NP}$.

Definition 9.5.9 Let $B \subseteq \{0, 1\}^*$ be a language. We say that $B$ is $\text{NP}$-complete, if

1. $B \in \text{NP}$ and
2. $A \leq_P B$, for every language $A$ in $\text{NP}$.

Theorem 9.5.10 Let $B$ be an $\text{NP}$-complete language. Then

$$B \in \text{P} \iff \text{P} = \text{NP}.$$ 

Proof. Intuitively, this theorem should be true: If the language $B$ is in $\text{P}$, then $B$ is an easy language. On the other hand, since $B$ is $\text{NP}$-complete, it belongs to the most difficult languages in $\text{NP}$. Hence, the most difficult language in $\text{NP}$ is easy. But then all languages in $\text{NP}$ must be easy, i.e., $\text{P} = \text{NP}$.

We give a formal proof. Let us first assume that $B \in \text{P}$. We already know that $\text{P} \subseteq \text{NP}$. Hence, it remains to show that $\text{NP} \subseteq \text{P}$. Let $A$ be an arbitrary language in $\text{NP}$. Since $B$ is $\text{NP}$-complete, we have $A \leq_P B$. Then, by Theorem 9.5.2, we have $A \in \text{P}$.

To prove the converse, assume that $\text{P} = \text{NP}$. Since $B \in \text{NP}$, it follows immediately that $B \in \text{P}$.

Theorem 9.5.11 Let $B$ and $C$ be languages, such that $C \in \text{NP}$ and $B \leq_P C$. If $B$ is $\text{NP}$-complete, then $C$ is also $\text{NP}$-complete.
Proof. First, we give an intuitive explanation of the claim: By assumption, $B$ belongs to the most difficult languages in $\text{NP}$, and $C$ is at least as hard as $B$. Since $C \in \text{NP}$, it follows that $C$ belongs to the most difficult languages in $\text{NP}$. Hence, $C$ is $\text{NP}$-complete.

To give a formal proof, we have to show that $A \leq_P C$, for all languages $A$ in $\text{NP}$. Let $A$ be an arbitrary language in $\text{NP}$. Since $B$ is $\text{NP}$-complete, we have $A \leq_P B$. Since $B \leq_P C$, it follows from Theorem 9.5.3, that $A \leq_P C$. Therefore, $C$ is $\text{NP}$-complete. 

Theorem 9.5.11 can be used to prove the $\text{NP}$-completeness of languages: Let $C$ be a language, and assume that we want to prove that $C$ is $\text{NP}$-complete. We can do this in the following way:

1. We first prove that $C \in \text{NP}$.
2. Then we find a language $B$ that looks “similar” to $C$, and for which we already know that it is $\text{NP}$-complete.
3. Finally, we prove that $B \leq_P C$.
4. Then, Theorem 9.5.11 tells us that $C$ is $\text{NP}$-complete.

Of course, this leads to the question “How do we know that the language $B$ is $\text{NP}$-complete?” In order to apply Theorem 9.5.11, we need a “first” $\text{NP}$-complete language; the $\text{NP}$-completeness of this language must be proven using Definition 9.5.9.

Observe that it is not clear at all that there exist $\text{NP}$-complete languages! For example, consider the language $3\text{SAT}$. If we want to use Definition 9.5.9 to show that this language is $\text{NP}$-complete, then we have to show that

- $3\text{SAT} \in \text{NP}$. We know from Theorem 9.5.7 that this is true.
- $A \leq_P 3\text{SAT}$, for every language $A \in \text{NP}$. Hence, we have to show this for languages $A$ such as $k\text{Color}$, $\text{HC}$, $\text{SOS}$, $\text{NPrim}$, $\text{KS}$, $\text{Clique}$, and for infinitely many other languages.

In 1973, Cook has exactly done this: He showed that the language $3\text{SAT}$ is $\text{NP}$-complete. Since his proof is rather technical, we will prove the $\text{NP}$-completeness of another language.

9.5.3 An $\text{NP}$-complete domino game

We are given a finite collection of tile types. For each such type, there are arbitrarily many tiles of this type. A tile is a square that is partitioned into four triangles. Each of these triangles contains a symbol that belongs to a finite alphabet $\Sigma$. Hence, a tile looks as follows:

We are also given a square frame, consisting of cells. Each cell has the same size as a tile, and contains a symbol of $\Sigma$.

The problem is to decide whether or not this domino game has a solution. That is, can we completely fill the frame with tiles such that
• for any two neighboring tiles $s$ and $s'$, the two triangles of $s$ and $s'$ that touch each other contain the same symbol, and
• each triangle that touches the frame contains the same symbol as the cell of the frame that is touched by this triangle.

There is one final restriction: The orientation of the tiles is fixed, they cannot be rotated.

Let us give a formal definition of this problem. We assume that the symbols belong to the finite alphabet $\Sigma = \{0, 1\}^m$, i.e., each symbol is encoded as a bit-string of length $m$. Then, a tile type can be encoded as a tuple of four bit-strings, i.e., as an element of $\Sigma^4$. A frame consisting of $t$ rows and $t$ columns can be encoded as a string in $\Sigma^{4t}$.

We denote the language of all solvable domino games by $\text{Domino}:
\begin{align*}
\text{Domino} & := \{ \langle m, k, t, R, T_1, \ldots, T_k \rangle : \\
& \quad m \geq 1, k \geq 1, t \geq 1, R \in \Sigma^{4t}, T_i \in \Sigma^4, 1 \leq i \leq k, \\
& \quad \text{frame } R \text{ can be filled using tiles of types } \\
& \quad T_1, \ldots, T_k. \}\}
\end{align*}

We will prove the following theorem.

**Theorem 9.5.12** The language $\text{Domino}$ is NP-complete.

**Proof.** It is clear that $\text{Domino} \in \text{NP}$: A solution consists of a $t \times t$ matrix, in which the $(i, j)$-entry indicates the type of the tile that occupies position $(i, j)$ in the frame. The number of bits needed to specify such a solution is polynomial in the length of the input. Moreover, we can verify in polynomial time whether or not any given “solution” is correct.

It remains to show that

\[ A \leq_P \text{Domino}, \text{ for every language } A \text{ in } \text{NP}. \]

Let $A$ be an arbitrary language in $\text{NP}$. Then there exist a polynomial $p$ and a non-deterministic Turing machine $M$, that decides the language $A$ in time $p$. We may assume that this Turing machine has only one tape.

On input $w = a_1a_2\ldots a_n$, the Turing machine $M$ starts in the start state $z_0$, with its tape head on the cell containing the symbol $a_1$. We may assume that during the entire computation, the tape head never moves to the left of this initial cell. Hence, the entire computation “takes place” in and to the right of the initial cell. We know that

\[ w \in A \iff \text{on input } w, \text{ there exists an accepting computation} \]
\[ \quad \text{that makes at most } p(n) \text{ computation steps.} \]

At the end of such an accepting computation, the tape only contains the symbol 1, which we may assume to be in the initial cell, and $M$ is in the final state $z_1$. In this case, we may assume that the accepting computation makes exactly $p(n)$ computation steps. (If this is not the case, then we extend the computation using the instruction $z_11 \rightarrow z_11N$.)

We need one more technical detail: We may assume that $za \rightarrow z'bR$ and $za' \rightarrow z''b'L$ are not both instructions of $M$. Hence, the state of the Turing machine uniquely determines the direction in which the tape head moves.
We have to define a domino game, that depends on the input string \( w \) and the Turing machine \( M \), such that
\[
w \in A \iff \text{this domino game is solvable.}
\]
The idea is to encode an accepting computation of the Turing machine \( M \) as a solution of the domino game. In order to do this, we use a frame in which each row corresponds to one computation step. This frame consists of \( p(n) \) rows. Since an accepting computation makes exactly \( p(n) \) computation steps, and since the tape head never moves to the left of the initial cell, this tape head can visit only \( p(n) \) cells. Therefore, our frame will have \( p(n) \) columns.

The domino game will use the following tile types:

1. For each symbol \( a \) in the alphabet of the Turing machine \( M \):

   ![Tile Type 1]

   Intuition: Before and after the computation step, the tape head is not on this cell.

2. For each instruction \( za \rightarrow z'bR \) of the Turing machine \( M \):

   ![Tile Type 2]

   Intuition: Before the computation step, the tape head is on this cell; the tape head makes one step to the right.

3. For each instruction \( za \rightarrow z'bL \) of the Turing machine \( M \):

   ![Tile Type 3]

   Intuition: Before the computation step, the tape head is on this cell; the tape head makes one step to the left.

4. For each instruction \( za \rightarrow z'bN \) of the Turing machine \( M \):

   ![Tile Type 4]
### Figure 9.5: The \( p(n) \times p(n) \) frame of the domino game.

Intuition: Before and after the computation step, the tape head is on this cell.

5. For each state \( z \) and for each symbol \( a \) in the alphabet of the Turing machine \( M \), there are two tile types:

- \( (z, a) \)
- \( (z, #) \)

Intuition: The leftmost tile indicates that the tape head enters this cell from the left; the rightmost tile indicates that the tape head enters this cell from the right.

This specifies all tile types. The \( p(n) \times p(n) \) frame is given in Figure 9.5. The top row corresponds to the start of the computation, whereas the bottom row corresponds to the end of the computation. The left and right columns correspond to the part of the tape in which the tape head can move.

The encodings of these tile types and the frame can be computed in polynomial time.

It can be shown that, for any input string \( w \), any accepting computation of length \( p(n) \) of the Turing machine \( M \) can be encoded as a solution of this domino game. Conversely, any solution of this domino game can be “translated” to an accepting computation of length \( p(n) \) of \( M \), on input string \( w \). Hence, the following holds.

\[
\begin{align*}
w \in A & \iff \text{there exists an accepting computation that makes} \\
& \quad \text{\( p(n) \) computation steps} \\
& \quad \iff \text{the domino game is solvable.}
\end{align*}
\]
Therefore, we have $A \leq_P \text{Domino}$. Hence, the language \text{Domino} is \textsf{NP}-complete.

**An example of a domino game**

We have defined the domino game corresponding to a Turing machine that solves a decision problem. Of course, we can also do this for Turing machines that compute functions. In this section, we will exactly do this for a Turing machine that computes the successor function $x \to x + 1$.

We will design a Turing machine with one tape, that gets as input the binary representation of a natural number $x$, and that computes the binary representation of $x + 1$.

**Start of the computation:** The tape contains a 0 followed by the binary representation of the integer $x \in \mathbb{N}_0$. The tape head is on the leftmost bit (which is 0), and the Turing machine is in the start state $z_0$. Here is an example, where $x = 431$:

\[
\begin{array}{c}
0 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 1 & 1 & \square \\
\end{array}
\]

**End of the computation:** The tape contains the binary representation of the number $x + 1$. The tape head is on the rightmost 1, and the Turing machine is in the final state $z_1$. For our example, the tape looks as follows:

\[
\begin{array}{c}
0 & 1 & 1 & 1 & 0 & 1 & 1 & 0 & 0 & 0 & \square \\
\end{array}
\]

Our Turing machine will use the following states:

- $z_0$: start state; tape head moves to the right
- $z_1$: final state
- $z_2$: tape head moves to the left; on its way to the left, it has not read 0

The Turing machine has the following instructions:

- $z_00 \to z_00R$
- $z_01 \to z_01R$
- $z_0\square \to z_2\square L$
- $z_20 \to z_20L$
- $z_21 \to z_21N$
- $z_2\square \to z_1\square N$

In Figure 9.6, you can see the sequence of states and tape contents of this Turing machine on input $x = 11$.

We now construct the domino game that corresponds to the computation of this Turing machine on input $x = 11$. Following the general construction in Section 9.5.3, we obtain the following tile types:

1. The three symbols of the alphabet yield three tile types:
Figure 9.6: The computation of the Turing machine on input $x = 11$. The pair $(\text{state}, \text{symbol})$ indicates the position of the tape head.

2. The five instructions of the Turing machine yield five tile types:

3. The states $z_0$ and $z_2$, and the three symbols of the alphabet yield twelve tile types:

The computation of the Turing machine on input $x = 11$ consists of nine computation steps. During this computation, the tape head visits exactly six cells. Therefore, the frame of the domino game has nine rows and six columns. This frame is given in Figure 9.7. In Figure 9.8, you find the solution of the domino game. Observe that this solution is nothing but an equivalent way of writing the computation of Figure 9.6. Hence, the computation of the Turing machine corresponds to a solution of the domino game; in fact, the converse also holds.

9.5.4 Examples of NP-complete languages

In Section 9.5.3, we have shown that $Domino$ is NP-complete. Using this result, we will apply Theorem 9.5.11 to prove the NP-completeness of some other languages.
Figure 9.7: The frame of the domino game for input $x = 11$.

Satisfiability

We consider Boolean formulas $\varphi$, in the variables $x_1, x_2, \ldots, x_m$, having the form

$$\varphi = C_1 \land C_2 \land \ldots \land C_k,$$

(9.9)
where each $C_i$, $1 \leq i \leq k$, is of the following form:

$$C_i = \ell_1^i \lor \ell_2^i \lor \ldots \lor \ell_k^i.$$
Each $\ell_j$ is either a variable or the negation of a variable. Such a formula $\varphi$ is said to be *satisfiable*, if there exists a truth-value in $\{0,1\}$ for each of the variables $x_1, x_2, \ldots, x_m$, such that the entire formula $\varphi$ is true. We define the following language:

$$SAT := \{ \langle \varphi \rangle : \varphi \text{ is of the form (9.9) and is satisfiable} \}.$$ 

We will prove that $SAT$ is $NP$-complete.

It is clear that $SAT \in NP$. If we can show that $Domino \leq_p SAT$, then it follows from Theorem 9.5.11 that $SAT$ is $NP$-complete. (In Theorem 9.5.11, take $B := Domino$ and $C := SAT$.)

Hence, we need a function $f \in FP$, that maps input strings for $Domino$ to input strings for $SAT$, in such a way that for every domino game $D$, the following holds:

$$\text{domino game } D \text{ is solvable } \iff \text{the formula encoded by the string } f(\langle D \rangle) \text{ is satisfiable.} \quad (9.10)$$

Let us consider an arbitrary domino game $D$. Let $k$ be the number of tile types, and let the frame have $t$ rows and $t$ columns. We denote the tile types by $T_1, T_2, \ldots, T_k$.

We map this domino game $D$ to a Boolean formula $\varphi$, such that (9.10) holds. The formula $\varphi$ will have variables

$$x_{ij\ell}, 1 \leq i \leq t, 1 \leq j \leq t, 1 \leq \ell \leq k.$$ 

These variables can be interpreted as follows:

$$x_{ij\ell} = 1 \iff \text{there is a tile of type } T_\ell \text{ at position } (i, j) \text{ of the frame.}$$

We define:

- For all $i$ and $j$ with $1 \leq i \leq t$ and $1 \leq j \leq t$:

  $$C_{ij}^1 := x_{ij1} \lor x_{ij2} \lor \ldots \lor x_{ijk}.$$

  This formula expresses the condition that there is at least one tile at position $(i, j)$.

- For all $i$, $j$, $\ell$ and $\ell'$ with $1 \leq i \leq t$, $1 \leq j \leq t$, and $1 \leq \ell < \ell' \leq k$:

  $$C_{ij\ell\ell'}^2 := \neg x_{ij\ell} \lor \neg x_{ij\ell'}.$$

  This formula expresses the condition that there is at most one tile at position $(i, j)$.

- For all $i$, $j$, $\ell$ and $\ell'$ with $1 \leq i \leq t$, $1 \leq j < t$, $1 \leq \ell \leq k$ and $1 \leq \ell' \leq k$, such that $i < t$ and the right symbol on a tile of type $T_\ell$ is not equal to the left symbol on a tile of type $T_{\ell'}$:

  $$C_{ij\ell\ell'}^3 := \neg x_{ij\ell} \lor \neg x_{i,j+1,\ell'}.$$

  This formula expresses the condition that neighboring tiles in the same row “fit” together. There are symmetric formulas for neighboring tiles in the same column.
• For all \( j \) and \( \ell \) with \( 1 \leq j \leq t \) and \( 1 \leq \ell \leq k \), such that the top symbol on a tile of type \( T_\ell \) is not equal to the symbol at position \( j \) of the upper boundary of the frame:

\[
C_{j\ell}^4 := \neg x_{1j\ell}.
\]

This formula expresses the condition that tiles that touch the upper boundary of the frame “fit” there. There are symmetric formulas for the lower, left, and right boundaries of the frame.

The formula \( \varphi \) is the conjunction of all these formulas \( C_{ij}^1, C_{ij\ell'\ell}^2, C_{ij\ell'\ell}^3, \) and \( C_{j\ell}^4 \). The complete formula \( \varphi \) consists of

\[
O(t^2k + t^2k^2 + t^2k^2 + tk) = O(t^2k^2)
\]
terms, i.e., its length is polynomial in the length of the domino game. This implies that \( \varphi \) can be constructed in polynomial time. Hence, the function \( f \) that maps the domino game \( D \) to the Boolean formula \( \varphi \), is in the class \( \text{FP} \). It is not difficult to see that (9.10) holds for this function \( f \). Therefore, we have proved the following result.

**Theorem 9.5.13** The language \( \text{SAT} \) is \( \text{NP} \)-complete.

In Section 9.5.1, we have defined the language \( \text{3SAT} \).

**Theorem 9.5.14** The language \( \text{3SAT} \) is \( \text{NP} \)-complete.

**Proof.** It is clear that \( \text{3SAT} \in \text{NP} \). If we can show that

\[
\text{SAT} \leq_p \text{3SAT},
\]
then the claim follows from Theorem 9.5.11. Let

\[
\varphi = C_1 \land C_2 \land \ldots \land C_k
\]
be an input for \( \text{SAT} \), in the variables \( x_1, x_2, \ldots, x_m \). We map \( \varphi \), in polynomial time, to an input \( \varphi' \) for \( \text{3SAT} \), such that

\[
\varphi \text{ is satisfiable } \iff \varphi' \text{ is satisfiable.} \tag{9.11}
\]

For each \( i \) with \( 1 \leq i \leq k \), we do the following. Consider

\[
C_i = \ell_1^i \lor \ell_2^i \lor \ldots \lor \ell_k^i.
\]

• If \( k_i = 1 \), then we define

\[
C'_i := \ell_1^i \lor \ell_2^i \lor \ell_k^i.
\]

• If \( k_i = 2 \), then we define

\[
C'_i := \ell_1^i \lor \ell_2^i \lor \ell_2^i.
\]

• If \( k_i = 3 \), then we define

\[
C'_i := C_i.
\]
If \( k_i \geq 4 \), then we define
\[
C'_i := (\ell^i_1 \lor \ell^i_2 \lor z^i_1) \land (\neg z^i_1 \lor \ell^i_3 \lor z^i_2) \land (\neg z^i_2 \lor \ell^i_4 \lor z^i_3) \land \ldots \\
\land (\neg z^i_k-3 \lor \ell^i_{k-1} \lor \ell^i_k),
\]
where \( z^i_1, \ldots, z^i_{k-3} \) are new variables.

Let
\[
\varphi' := C'_1 \land C'_2 \land \ldots \land C'_k.
\]
Then \( \varphi' \) is an input for 3SAT, and (9.11) holds.

Theorems 9.5.6, 9.5.8, 9.5.11, and 9.5.14 imply:

**Theorem 9.5.15** The language Clique is NP-complete.

**The traveling salesperson problem**

We are given two positive integers \( k \) and \( m \), a set of \( m \) cities, and an integer \( m \times m \) matrix \( M \), where
\[
M(i,j) = \text{the cost of driving from city } i \text{ to city } j,
\]
for all \( i, j \in \{1, 2, \ldots, m\} \). We want to decide whether or not there is a tour through all cities whose total cost is less than or equal to \( k \). This problem is NP-complete.

**Bin packing**

We are given three positive integers \( m, k, \) and \( \ell \), a set of \( m \) objects having volumes \( a_1, a_2, \ldots, a_m \), and \( k \) bins. Each bin has volume \( \ell \). We want to decide whether or not all objects fit within these bins. This problem is NP-complete.

Here is another interpretation of this problem: We are given \( m \) jobs that need time \( a_1, a_2, \ldots, a_m \) to complete. We are also given \( k \) processors, and an integer \( \ell \). We want to decide whether or not it is possible to divide the jobs over the \( k \) processors, such that no processor needs more than \( \ell \) time.

**Time tables**

We are given a set of courses, class rooms, and professors. We want to decide whether or not there exists a time table such that all courses are being taught, no two courses are taught at the same time in the same class room, no professor teaches two courses at the same time, and conditions such as “Prof. L. Azy does not teach before 1pm” are satisfied. This problem is NP-complete.

**Motion planning**

We are given two positive integers \( k \) and \( \ell \), a set of \( k \) polyhedra, and two points \( s \) and \( t \) in \( \mathbb{Q}^3 \). We want to decide whether or not there exists a path between \( s \) and \( t \), that does not intersect any of the polyhedra, and whose length is less than or equal to \( \ell \). This problem is NP-complete.
Map labeling

We are given a map with $m$ cities, where each city is represented by a point. For each city, we are given a rectangle that is large enough to contain the name of the city. We want to decide whether or not these rectangles can be placed on the map, such that

- no two rectangles overlap,
- For each $i$ with $1 \leq i \leq m$, the point that represents city $i$ is a corner of its rectangle.

This problem is $\textbf{NP}$-complete.

This list of $\textbf{NP}$-complete problems can be extended almost arbitrarily: For thousands of problems, it is known that they are $\textbf{NP}$-complete. For all of these, it is not known, whether or not they can be solved efficiently (i.e., in polynomial time). Collections of $\textbf{NP}$-complete problems can be found in the book


and on the web page

http://www.nada.kth.se/~viggo/wwwcompendium/

9.6 Exercises

9.1 Prove that the function $F : \mathbb{N} \rightarrow \mathbb{N}$, defined by $F(x) := 2^x$, is not in $\textbf{FP}$.

9.2 Prove Theorem 9.5.3.

9.3 Prove that the language $\text{Clique}$ is in the class $\textbf{NP}$.

9.4 Prove that the language $3\text{SAT}$ is in the class $\textbf{NP}$.

9.5 We define the following languages:

- Sum of subset:

$$SOS := \{ \langle a_1, a_2, \ldots, a_m, b \rangle : \exists I \subseteq \{1, 2, \ldots, m\}, \sum_{i \in I} a_i = b \}.$$         

- Set partition:

$$SP := \{ \langle a_1, a_2, \ldots, a_m \rangle : \exists I \subseteq \{1, 2, \ldots, m\}, \sum_{i \in I} a_i = \sum_{i \notin I} a_i \}.$$  

- Bin packing: $BP$ is the set of all strings $\langle s_1, s_2, \ldots, s_m, B \rangle$ for which

1. $0 < s_i < 1$, for all $i$,
2. $B \in \mathbb{N}$,
3. the numbers $s_1, s_2, \ldots, s_m$ fit into $B$ bins, where each bin has size one, i.e., there exists a partition of $\{1, 2, \ldots, m\}$ into subsets $I_k$, $1 \leq k \leq B$, such that $\sum_{i \in I_k} s_i \leq 1$ for all $k$, $1 \leq k \leq B$.

For example, $(1/6, 1/2, 1/5, 1/9, 3/5, 1/5, 1/2, 11/18, 3) \in BP$, because the eight fractions fit into three bins:

\[
1/6 + 1/9 + 11/18 \leq 1, \quad 1/2 + 1/2 = 1, \quad \text{and} \quad 1/5 + 3/5 + 1/5 = 1.
\]

1. Prove that $SOS \leq_P SP$.

2. Prove that the language $SOS$ is $NP$-complete. You may use the fact that the language $SP$ is $NP$-complete.

3. Prove that the language $BP$ is $NP$-complete. Again, you may use the fact that the language $SP$ is $NP$-complete.

9.6 Prove that $3\text{Color} \leq_P 3\text{SAT}$.

Hint: For each vertex $i$, and for each of the three colors $k$, introduce a Boolean variable $x_{ik}$.

9.7 The $(0, 1)$-integer programming language $IP$ is defined as follows:

\[
IP := \{ (A, c) : A \text{ is an integer } m \times n \text{ matrix for some } m, n \in \mathbb{N}, \ c \text{ is an integer vector of length } m, \text{ and } \exists x \in \{0, 1\}^n \text{ such that } Ax \leq c \text{ (componentwise) } \}.
\]

Prove that the language $IP$ is $NP$-complete. You may use the fact that the language $SOS$ is $NP$-complete.

9.8 Let $\varphi$ be a Boolean formula in the variables $x_1, x_2, \ldots, x_m$.

We say that $\varphi$ is in disjunctive normal form (DNF) if it is of the form

\[
\varphi = C_1 \lor C_2 \lor \ldots \lor C_k,
\]

where each $C_i$, $1 \leq i \leq k$, is of the following form:

\[
C_i = \ell_1^i \land \ell_2^i \land \ldots \land \ell_k^i.
\]

Each $\ell_j^i$ is a literal, which is either a variable or the negation of a variable.

We say that $\varphi$ is in conjunctive normal form (CNF) if it is of the form

\[
\varphi = C_1 \land C_2 \land \ldots \land C_k,
\]

where each $C_i$, $1 \leq i \leq k$, is of the following form:

\[
C_i = \ell_1^i \lor \ell_2^i \lor \ldots \lor \ell_k^i.
\]

Again, each $\ell_j^i$ is a literal.

We define the following two languages:

\[
\text{DNFSAT} := \{ \langle \varphi \rangle : \varphi \text{ is in DNF-form and is satisfiable} \},
\]

and

\[
\text{CNFSAT} := \{ \langle \varphi \rangle : \varphi \text{ is in CNF-form and is satisfiable} \}.
\]
1. Prove that the language $DNFSAT$ is in $P$.

2. What is wrong with the following argument: Since we can rewrite any Boolean formula in DNF-form, we have $CNFSAT \leq_P DNFSAT$. Hence, since $CNFSAT$ is $NP$-complete and since $DNFSAT \in P$, we have $P = NP$.

3. Prove directly that for every language $A$ in $P$, $A \leq_P CNFSAT$. “Directly” means that you should not use the fact that $CNFSAT$ is $NP$-complete.

9.9 Prove that the polynomial upper bound on the length of the string $y$ in the definition of $NP$ is necessary, in the sense that if it is left out, then any decidable language would satisfy the condition.

More precisely, we say that the language $A$ belongs to the class $D$, if there exists a language $B \in P$, such that for every string $w$,

$$w \in A \iff \exists y : \langle w, y \rangle \in B.$$ 

Prove that $D$ is equal to the class of all decidable languages.
Chapter 10

Extra Problems

1. Construct the string matching automaton for the pattern \( P = aabab \) and illustrate its operation on the text string \( T = aaababaabaab \).

2. Assume that the decision version of the 3-SAT, Vertex Cover and Clique problems are NP-complete. An independent set of an undirected graph \( G = (V, E) \) is a subset \( I \) of \( V \) such that no two vertices in \( I \) are connected by an edge in \( E \). The decision version of the independent set problem \( (G, k), k \geq 0 \), is to determine whether \( G \) has an independent set of size at least \( k \). Prove that the Independent Set problem is NP-Complete.

3. Let \( G = (V, E) \) be an undirected connected simple graph. A matching is a set of edges of \( G \) such that no two edges in the set are incident on the same vertex. A matching is maximal if it is not a proper subset of any other matching. A matching is maximum if the number of edges in the matching is largest. A vertex cover of \( G = (V, E) \) is a set of vertices \( V' \subseteq V \) such that if \( (u, v) \in E \), then either \( u \in V' \) or \( v \in V' \) or both in \( V' \). The size of the vertex cover is the cardinality of the set \( V' \).
   
   (a) Show that the size of a maximum matching in \( G \) is a lower bound on the size of any vertex cover of \( G \).
   
   (b) Consider a maximal matching \( M \) in \( G = (V, E) \). Let
   
   \[ T = \{ v \in V : \text{some edge in } M \text{ is incident on } v \}. \]
   
   What can you say about the subgraph of \( G \) induced by the vertices of \( G \) that are not in \( T \). Conclude that \( 2|M| \) is the size of a vertex cover for \( G \).
   
   (c) Present an \( O(|E|) \) time (greedy) algorithm to compute maximal matching.
   
   (d) Conclude that the above algorithm for computing maximal matching is a 2-approximation algorithm for maximum matching.

Consider the Proposal Algorithm that we discussed in the class. Its outlined below:

Input: A list of \( n \) men and \( n \) women, where each man has an ordered list of \( n \) women (a permutation) whom he will like to marry. Similarly, each woman has an ordered list (a permutation) of \( n \) men whom she will like to marry.

Output: A set of \( n \) pairs forming a stable perfect matching. Each pair consists of a man and a woman.
Proposal-Algorithm \((M,W)\)
1. While there exists an unmarried man \(m\) do
2. \(m\) proposes to the most preferred woman \(w\) on his list whom he has not proposed so far.
3. if \(w\) is not married then \(w\) marries \(m\) (end if)
4. if \(w\) is married to \(m'\) but prefers \(m\) over \(m'\) then
5. \(w\) divorces \(m'\) and marries \(m\)
(end if)
(endforeach)

(a) Prove or Disprove: The output of this algorithm is always the same and is independent of in which order the men are picked up in Step 1. In other words the above algorithm produces the same set of stable matchings and is independent of the choice of men \(m\) in Line 1.

(b) Show that this algorithm is favorable to men compared to women. One possible way to show this is to construct example(s) where women do much better than men when the same algorithm is run by interchanging men with women.

(c) List all the data structures (including the operations) that you will use to implement the Proposal Algorithm. (e.g. Stacks/Arrays/...).

(d) State the complexity of the Proposal Algorithm using \(O()\) notation (Remember to use your data structures and their operations from Problem 3). (Recall that there are at most \(n^2\) iterations in this algorithm, since a man never proposes to the same woman twice and in each iteration there is a proposal made)

(e) Can you devise a proposal algorithm that is unbiased?

4. Given a binary tree with all the relevant pointers (child/parent), describe a simple algorithm, running in linear time, that can compute and store the size of the subtrees at each node in the tree. (Size of a subtree at a node \(v\) is the total number of nodes, including itself, in the subtree rooted at \(v\).) Justify why your algorithm is correct and analyze it and show that it runs in linear time.

5. Outline a search algorithm, running in \(O(\log n)\) time, to report the \(i\)-th smallest number in a set consisting of \(n\) elements. The set is represented as a red-black tree where in addition to the usual information that we store at a node (pointer to left child, right child, parent, key, colour) we also store the size of the subtree at that node. The parameter \(i\) is supplied to the search algorithm at the run-time and assume that the red-black tree with the additional information about the size of the subtrees has been precomputed.

6. Assume that we have \(n\)-integers in the range 1000 to 9999. In the radix-sort method we sorted them by first sorting them using the (stable) counting sort by the Least-Significant digit and then the next least significant digit and so on. Why does this algorithm works? Sketch the main idea in the proof. Why does this algorithm fails when we first sort them using most-significant bit and then the second most significant bit and so on?

7. Assume that we are given \(n\) intervals (possibly overlapping) on a line. Each interval is specified by its left and right end points. Devise an efficient algorithm that can find a point on the
line which is contained in the maximum number of intervals. Your algorithm should run in $O(n^2)$ time. (Bonus Problem: Devise an algorithm that runs in $O(n \log n)$ time? Another Bonus Problem: Show that this problem has $\Omega(n \log n)$ as its lower bound.)

8. Devise an $O(n \log k)$ time algorithm to merge $k$-sorted lists into a single sorted list, where $n$ is the total number of elements in all input lists.

9. Suppose you are given $n$-points in the plane. We can define a complete graph on these points, where the weight of an edge $e = (u, v)$, is Euclidean distance between $u$ and $v$. We need to partition these points into $k$ non-empty clusters, for some $n > k > 0$. The property that this clustering should satisfy is that the minimum distance between any two clusters is maximized. (The distance between two clusters $A$ and $B$ is defined to be the minimum among the distances between pair of points, where one point is from cluster $A$ and the other from cluster $B$.) Show that the connected components obtained after running Kruskal’s algorithm till it finds all but the last $k-1$ (most expensive) edges of MST produces an optimal clustering.

10. Although the 3CNF-SAT is NP-Complete, show that in polynomial time we can determine whether a boolean formula given in disjunctive normal form is satisfiable; the formula consists of $n$ variables and $k$ clauses. A formula is in Disjunctive normal form, if clauses are joined by ORs and literals within a clause are joined by ANDs (DNF is OR of ANDs and CNF is AND of ORs!). You need to provide an algorithm and show that its correct and its running time is polynomial in $n$ and $k$.

11. Although the 3CNF-SAT is NP-Complete, show that 2CNF-SAT is solvable in polynomial time. (This is same as exercise 34.4-7 in Book and contains Hints!).

12. Given an integer $m \times n$ matrix $A$ and an integer $m$-vector $b$, the 0-1 integer programming problem asks whether there is an integer $n$-vector $x$ with elements in the set $\{0,1\}$ such that $Ax \leq b$. Prove that 0-1 integer programming problem is NP-Complete by providing a reduction from 3CNF-SAT or Subset-Sum problem.

13. Construct an instance of the subset-sum problem corresponding to the following 3CNF-SAT:

$$(x_1 \lor \neg x_2 \lor \neg x_3) \land (\neg x_1 \lor \neg x_2 \lor \neg x_3) \land (\neg x_1 \lor \neg x_2 \lor x_3) \land (x_1 \lor \neg x_2 \lor x_3)$$

Provide a satisfying assignment to 3CNF-SAT and show that it provides a valid solution for the subset-sum problem.

14. For the same 3CNF-SAT in Problem 4, illustrate the reduction to the clique problem. Construct an equivalent graph and show that for a satisfying assignment you have an appropriate size clique and vice verse (Use colours to illustrate the clique!)

15. Consider the problem of CNF-Satisfiability (we are not putting any restriction on number of literals in each clause), where each variable only occurs at most twice (positive and negative form of a variable are not counted separately). Show that satisfiability can be determined in polynomial time in this case.

Hint: If a variable only occurs in its positive (or negative) form, then we can just satisfy those clauses and remove them from consideration. The problem starts when we have both version of the variable (one clause containing it in positive form and the other in the negative
form - but then the following resolution rule applies: if we have two clauses of the form 

\((x \lor w \lor y \lor z) \land (\neg x \lor u \lor y \lor z)\), then this is satisfiable if and only if the clause \((y \lor z \lor u \lor w)\) is satisfiable. In other words we can remove the variable \(x\) from consideration!

16. You have invited 500 guests for your graduation party in a huge hall in Chateau Laurier. The guests needs to be seated, where each table has 20 seats. Unfortunately, the guests are not all friendly with each other; for sure you do not want two of your guests to sit on the same table if they are not friendly. Suppose you know the complete friendship matrix \(F\) (a 0-1 matrix indicating whether a pair of guests \((i, j)\) are friendly or not). Can you devise a decision algorithm to decide whether it is possible to hold this party with the restriction of 20 per table and no two enemies land up on the same table! What about in general, where \(n\) is the number of guests and \(k\) is the number of guests per table and we can assume \(k\) divides \(n\)? Is this problem NP-Complete?

17. Consider two sets \(A\) and \(B\), each having \(n\) integers in the range from 0 to \(cn\), where \(c > 1\) is a constant. Define the Cartesian sum of \(A\) and \(B\) as the set \(C\) given by \(C = \{x + y : x \in A\) and \(y \in B\}\). Note that the integers in \(C\) are in the range 0 to \(2cn\). We want to find all the elements of \(C\) and the number of times each element of \(C\) is realized as a sum of elements in \(A\) and \(B\). Provide an \(O(n \log n)\) algorithm for this problem.

18. Given an undirected graph \(G = (V, E)\) in which each vertex \(v \in V\) has an associated positive weight \(w(v)\). For any vertex cover \(V' \subseteq V\), define the weight of the vertex cover \(w(V') = \sum_{v \in V'} w(v)\). The goal is to find a vertex cover of minimum weight. Provide an Integer Linear Programming formulation for this problem. Then provide a relaxation of the integer program. Show that using the rounding techniques we can obtain a 2-approximation algorithm for this problem. Provide a formal proof that your solution is a 2-approximation.

19. Given a simple graph \(G = (V, E)\), we define a cut to be a partition of the vertex set \(V\) into two non-empty sets \(A\) and \(B\), where \(A \cup B = V\) and \(A \cap B = \emptyset\). An edge \((a, b) \in E\) is said to cross the cut if \(a \in A\) and \(b \in B\). The size of the cut corresponding to the partition \((A, B)\) is defined to be the number of edges crossing the cut. The maximum cut problem is to find a partition of \(V\) such that the size of the cut is maximized. Consider the following algorithm:

Step 1: Find any partition of \(V\).
Step 2: For every vertex \(v \in V\), if \(v\) would have more edges crossing the cut if placed in the opposite partition, then move \(v\) to the opposite partition.

Prove the following

(a) Prove that the above algorithm runs in polynomial time. What is the running time?
(b) Prove that the size of the cut produced by the above algorithm is at least half of the size of the maximum cut. (In other words its an 1/2-approximation algorithm.)

20. Although the 3CNF-SAT is \(\mathcal{NP}\)-Complete, show that in polynomial time we can determine whether a boolean formula given in disjunctive normal form is satisfiable. The formula consists of \(n\) variables and \(k\) clauses. (A formula is in Disjunctive normal form, if clauses are joined by ORs and literals within a clause are joined by ANDs). You need to provide an algorithm whose running time is polynomial in \(n\) and \(k\).
Show what is wrong with the following argument: Given a 3CNF-SAT, we can use distributive law to construct an equivalent formula in Disjunctive Normal Form. Here is an example:

\[(x_1 \lor x_2 \lor \bar{x}_3) \land (\bar{x}_1 \lor \bar{x}_2) = (x_1 \land \bar{x}_1) \lor (x_1 \land \bar{x}_2) \lor (x_2 \land \bar{x}_2) \lor (\bar{x}_3 \land \bar{x}_1) \lor (\bar{x}_3 \land \bar{x}_2).\]

We have just now shown that DNF is in \(\mathcal{P}\). This implies that 3CNF-SAT is in \(\mathcal{P}\) and \(\mathcal{P} = \mathcal{N}\mathcal{P}\).
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