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Abstract
Objective Video offers an accessible method for automated surgical skill evaluation; however, many platforms still rely on
traditional six-degree-of-freedom (6-DOF) tracking systems, which can be costly, cumbersome, and challenging to apply
clinically. This study aims to demonstrate that trainee skill in cataract surgery can be assessed effectively using only object
detection from monocular surgical microscope video.
Methods One ophthalmologist and four residents performed cataract surgery on a simulated eye five times each, generating
25 recordings. Recordings included both the surgical microscope video and 6-DOF instrument tracking data. Videos were
graded by two expert ophthalmologists using the ICO-OSCAR:SICS rubric. We computed motion-based metrics using both
object detection from video and 6-DOF tracking. We first examined correlations between each metric and expert scores for
each rubric criteria. Then, using these findings, we trained an ordinal regression model to predict scores from each tracking
modality and compared correlation strengths with expert scores.
Results Metrics from object detection generally showed stronger correlations with expert scores than 6-DOF tracking. For
score prediction, 6-DOF tracking showed no significant advantage, while scores predicted from object detection achieved
significantly stronger correlations with expert scores for four scoring criteria.
Conclusion Our results indicate that skill assessment from monocular surgical microscope video can match, and in some
cases exceed, the correlation strengths of 6-DOF tracking assessments. This finding supports the feasibility of using object
detection for skill assessment without additional hardware.

Keywords Video-based skill assessment · Object detection · Cataract surgery

Introduction

Traditionally, cataract surgery skill assessment relied heavily
upon subjective expert supervision. Surgical residents were
assignedmentors and assessed by experienced surgeons. This
apprenticeship approach made it difficult to clearly evalu-
ate skill development progress. Over the years, many skill
assessment rubrics have been developed to increase objec-
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tivity of expert supervision [1–3]. These rubrics divide the
procedure into multiple sections and provide descriptors to
classify each performance level. Such rubrics serve to guide
expert supervision and reduce subjectivity. Despite improve-
ments, differences in experience between supervising experts
may still generate interobserver variability [4, 5]. There is
additional concern regarding the resource intensity of expert
supervision [6, 7]. Due to the scarcity of instructors relative to
the number of trainees, expert supervision reduces the oppor-
tunities for a trainee to obtain quality feedback in response to
their surgical performance to only those timeswhen an expert
is available to observe. Therefore, it is preferable to auto-
mate skill assessment to improve scalability and reliability
of cataract surgery education. Automating skill assessment
also has the potential to eliminate explicit favoritism and
minimize the effect of unconscious bias against individuals
based on factors such as their gender, age, or skin color.
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There have been attempts to automate skill assessment
through techniques such as using crowd sourcing [8]. While
these approaches work reasonably well, they require the
wide distribution of potentially sensitive data, which may
lead to security concerns. Most automated methods for skill
assessment evaluate surgical proficiency based on quantita-
tive metrics of tool handling. Current gold-standard systems
utilize conventional marker- or sensor-based tracking sys-
tems, such as optical, infrared, and electromagnetic (EM)
tracking, to track tool movement. These systems can provide
precise six-degree-of-freedom (6-DOF) pose information.
Quantitative assessment metrics are calculated from this data
by calculating metrics such as tool velocity, position, path
length, and usage time. These metrics have been widely
demonstrated to differentiate between trainee skill levels [9–
11]. A recent study using EM tracking has also demonstrated
that the rate of change in orientation may also be indica-
tive of surgeon skill [12]. Several other approaches based
on energy, force, and vibration sensing have also been tested
[13–15], though this researchmostly focuses on laparoscopic
or robotic surgery and largely ignores open and microscopic
procedures.

Despite the potential in these approaches, the use of phys-
ical sensors to assess trainee skill is a major barrier in many
aspects. First, they significantly add to system costs and com-
plexities, with most systems costing thousands of dollars or
more depending on the modality. Even if we consider low-
cost tracking systems such as ArUco [16], these systems still
limit face validity by altering both the appearance and the
physical interaction of the surgical tools, thereby impacting
the trainee’s overall experience. Finally, and perhaps most
importantly, the use of 6-DOF tracking systems limits the
predictive validity of automated skill assessment by preclud-
ing direct measurement of how competence translates from
simulated learning to the clinical setting for procedures that
are not minimally invasive or performed under robotic guid-
ance.

Object detection, on the other hand, is capable of provid-
ing tracking-like information by identifying object locations
in sequential frames. Object detection can be done using a
consumer-grade camera and has the benefit of not requiring
any modifications to the surgical tools. In other applications,
object detection has successfully been shown to distinguish
between levels of trainee skill using only awebcam [17]. Fur-
thermore, in a recent study that examined the feasibility of
assessing skill from two-dimensional data, it was demon-
strated that two-dimensional data is comparable to three-
dimensional data when used to perform skills assessment
[18]. In the case of cataract surgery, there are no additional
hardware requirements, as modern surgical microscopes typ-
ically include integrated digital video capabilities and can
readily connect to computers for video recording and review.
Importantly, this approach mirrors how human graders typ-

ically evaluate performance—by observing videos captured
from the surgical microscope perspective—thereby aligning
the automated analysis with the natural viewpoint of expert
evaluators. In 2019, Kim et al. demonstrated that trainee skill
could accurately be predicted from the surgical microscope
video alone for the capsulorhexis steps of cataract surgery and
found that using information about the specific tool move-
ment yielded a better prediction of skill when compared to
using the images or general image features such as optical
flow patterns [19]. In addition, by analyzing specific tool
motion, there is the added benefit of explainability. Deep
neural networks are known to be somewhat of a black box,
and it can be difficult to determine how the networks are
making their predictions. By dividing skill assessment into
two phases: detection of tool motion and skill prediction, we
aim to provide clinicians with a better understanding of how
scoring metrics were predicted.

In this study,we compare skill assessment predictions gen-
erated using object detection from surgical microscope video
with those obtained from 6-DOF optical tracking of surgical
tools, specifically using ArUco markers, which is currently
the best low-cost option. Our goal is to determine whether
object detection, using metrics derived from standard surgi-
cal videos, can provide a comparable or improved measure
of trainee skill, offering a more accessible and less intrusive
alternative to traditional tracking systems.

Methods

Experimental setup

The hardware setup for this experiment is shown in Fig. 1.
The setup consisted of a simulated eye, six surgical tools,
and a surgical microscope, along with a laptop computer and
an Intel RealSense depth camera (www.intelrealsense.com).
The surgical microscope recorded video at a resolution of
1260 x 720 pixels and a frame rate of six frames per sec-
ond. The Intel RealSense camera was used exclusively to
obtain 6-DOF tracking data by attaching ArUco markers to
the six surgical tools: forceps, diamond keratome (straight),
viscoelastic cannula, cystotome needle, diamond keratome
(angled), and capsulorhexis forceps, as shown in Fig. 2. An
additional reference marker was fixed on the workbench
adjacent to the simulated eye. These markers were attached
to the ends of the tools and were not visible in the surgi-
cal microscope video. Both the surgical microscope video
and the 6-DOF tracking information were synchronized and
streamed using the PLUS toolkit (https://plustoolkit.org).
Data from the RealSense camera consisted only of positional
tracking information; novideowas recorded from this device.

The zoom on the microscope was kept constant across all
trials, and all data was recorded using the open-source plat-
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Fig. 1 Experimental setup for simulated cataract surgery

Fig. 2 Surgical tools used in cataract surgery, fittedwithArUcomarkers

form 3D Slicer (www.slicer.org). Although the frame rate of
six frames per second is relatively low due to limitations of
the ArUco tracking software and the laptop used for record-
ing, graders reported no difficulty in evaluating the surgical
videos.We focused onArUco tracking as it is one of themost
affordable options for 6-DOF tracking, helping to reduce the
cost barrier typically imposed by traditional tracking systems
for automated skill assessment.

Dataset

For the purposes of this study, one ophthalmologist and
four ophthalmology residents were recruited to perform
cataract surgery on a simulated eye (Philips studio artificial
eye, Cataract eye basic hard lens PS-OS-001). Participants
performed the first four steps of the procedure, including:
paracentesis creation, viscoelastic injection, main wound
incision, and capsulorhexis formation. Each participant per-
formed five trials, leading to a total of 25 videos. For each
trial, we recorded both the monocular microscope video feed
and the tracking information from the Intel RealSense cam-

Fig. 3 Sample object detection annotations from surgical microscope
video

Fig. 4 Number of object detection annotations for each tool

era. The videos ranged in length from 126 to 340s with an
average length of 180s.

To train the object detection network, the videos from
the surgical microscope were split into individual frames,
yielding a total of 19145 images. Each of these images was
manually annotated with bounding box locations of the vis-
ible portions of the same six tools that were affixed with
ArUco markers. The annotations were completed in a two-
stage process where one individual annotated all images and
these labels were then reviewed for correctness by a sec-
ond, independent reviewer. As the procedure is typically
performed by a single surgeon, there were never more than
two tools visible at a time in each image in addition to the
lens. The annotation process took roughly 100h to complete
the first stage and roughly 20h to complete the second stage
review. Sample images of the annotations are shown in Fig. 3
and the number of annotations for each tool is shown in Fig. 4.
Because the lens of the simulated eye was also clearly visi-
ble in the surgical microscope video, we also annotated the
images with the bounding box location of the lens. The lens
appeared in all but 12 images in the total dataset, yielding a
total of 19133 annotations.
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Object detection network

To obtain tracking information from the surgical microscope
video, we trained a YOLOv8 (small) object detection net-
work to recognize the same surgical tools tracked using
ArUco. This architecture was chosen for its computational
efficiency, strong performance on detection tasks, and acces-
sibility. The network was trained using a leave-one-user-out
cross-validation scheme, where data from one participant
was reserved for testing, and data from the remaining par-
ticipants was used for training and validation. This process
was repeated for all five participants, resulting in fivefold.
Network performance was evaluated using mean average
precision at an intersection-over-union threshold of 50%
(mAP50). mAP50 is calculated as the mean of the average
precision (AP) values for each tool, where AP is the area
under the precision–recall curve computed across a range of
confidence thresholds at a fixed IoU threshold of 50%. This
metric provides a comprehensive evaluation of the model’s
ability to balance precision and recall for detecting each tool.

Motion-basedmetrics

Using each trackingmodality,we compute a series ofmotion-
based metrics for each video. For each of the six tools used in
the procedure, we compute both the path length and the usage
time. We selected these metrics as they have been widely
shown to correlate with skill for a variety of procedures. For
each of the tracking modalities, the calculation of these met-
rics differs slightly. A full list of all computed metrics is
shown in Table 1.

6-DOF tracking

The tool-tip position is obtained from the marker location
by performing both pivot and spin calibrations on each tool
prior to recording the trials using the pivot calibrationmodule
in the SlicerIGT (www.slicerigt.org) extension of 3D Slicer.
The calibrationswere deemed acceptablewhen the rootmean
squared error fell below 1mm for both pivot and spin cali-
brations. Given that ArUco tracking is designed to provide
6-DOF navigation, the path length for each tool is defined
as the total distance in millimeters traveled by the tool tip.
To accurately distinguish between active tool usage and idle
periods when tools were placed on the bench but still visi-
ble to the RealSense camera, we defined usage time as the
time where the magnitude of the change in tool-tip position
between consecutive frames exceeded 0.1 mm. This thresh-
old was necessary to align the 6-DOF tracking definition
of usage with object detection, where tools are only visible
within the field of view of the microscope when actively in
use.

Object detection

Unlike ArUco tracking, object detection is not currently
capable of providing full 6-DOFmeasurements ofmotion. To
calculate path length for object detection, we generated pre-
dictions using a confidence score threshold of 0.25, a fairly
permissive threshold chosen to ensure that potential detec-
tions were not prematurely excluded. For each class in each
frame, we selected the bounding box with the highest confi-
dence, which eliminates the need for an explicit confidence
threshold beyond this step. This approach was appropriate
becausewe know that only one of each instrument is included
in the kit, ensuring there is no ambiguity in selecting the
correct detection. We then measured the Euclidean distance
betweenmatching corners of an instrument’s boundingbox in
consecutive frames. These four corner distances are summed
for each frame transition across the entire video and then
added together to yield the instrument’s total path length.
As we do not know the transformation between the image
coordinate system and the physical space, we compute the
path length in pixels. If a tool is not visible for more than 2s,
the distance traveled between sightings is not included in the
path length calculation to avoid inflating the measurement
with unobserved motion. Usage time was calculated as the
number of occurrences of a tool multiplied by the inverse of
the video frame rate.

Lens-basedmetrics

Maintaining control of the patient’s eyemovement is a crucial
skill in cataract surgery. Surgeons must prevent excessive
rotations of the eye to ensure that the lens remains visible and
centeredwithin the surgicalmicroscope’s field of view.While
conventionalmarker-based trackingmethods cannotmeasure
eye movement, the lens is clearly visible in the microscope
video and has a fixed location relative to the rest of the eye. To
assess eye movement, we defined several lens-based metrics
that could be computed using object detection.

Motion-based metrics of the lens: Similar to the motion-
based metrics calculated for each tool used in the procedure,
we computed the path length and usage time of the lens as
previously defined for the tools in “Object detection”.

Distance from center: To evaluate how well the surgeon
kept the eye in the center of the field of view, we calculated
both the mean and maximum distances from the center of the
lens bounding box to the center of the image captured by the
surgical microscope video.

Expert scoring

To obtain a ground truth skill evaluation, two expert oph-
thalmologists were asked to review each video and provide
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Table 1 Summary of metrics
used for skill predictions

Tool/ Object Metric Tracking Object detection

Procedure Total time X X

Forceps Path length X X

Usage time X X

Diamond keratome (straight) Path length X X

Usage time X X

Viscoelastic cannula Path length X X

Usage time X X

Cystotome needle Path length X X

Usage time X X

Diamond keratome (angled) Path length X X

Usage time X X

Capsulorhexis forceps Path length X X

Usage time X X

Lens Path length X

Usage time X

Avg. distance from center X

Max. distance from center X

Fig. 5 Scoring criteria from ICO-OSCAR: SICS rubric used for expert
evaluation

scores using the International Council of Ophthalmology’s
ophthalmology surgical assessment rubric for small incision
cataract surgery (ICO-OSCAR:SICS) rubric,which iswidely
used for assessing cataract surgery [20]. This rubric involves
assigning a score from two to five for each criterion, where
five indicates expert proficiency and two indicates novice
performance. This scale separates skill evaluation into both
a task-specific assessment where the surgeon is evaluated on
how well they performed individual steps in the procedure,
and a global assessment where they are evaluated on criteria
related to their overall performance. In cases where the two
experts’ scores differed, we computed the average score and
rounded up to the nearest whole number to assign the final
score for that criterion. This is the same rubric that was used
to assess trainees in [19]; however, the authors in that study
examined only the task-specific criteria for a single step of
the procedure. For this study, participants performed the first
four tasks in the procedure, and so we evaluate predictions

Fig. 6 Distribution of expert-assigned scores for each scoring criterion
of ICO-OSCAR:SICS rubric. The hash-marks indicate the minimum,
median, and maximum scores provided by the experts

on the first four task-specific criteria as well as four global
assessment criteria. The rating scale used is shown in Fig. 5.
The full distribution of the expert-assigned scores for each
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criterion is shown in Fig. 6. To assess the inter-rater reliabil-
ity, we computed the intraclass correlation coefficient (ICC)
between the scores provided by the two expert reviewers. The
ICC between the two reviewers was 0.96.

Experiments

Correlation of rawmetric values with expert scores

The objective of this experiment is to determine whether
the computed metrics from both 6-DOF tracking and object
detectionhold predictive value for skill assessment in cataract
surgery. To achieve this objective, we directly compare each
raw metric to each expert-assigned scoring criterion using
Spearman rank correlation. This approach allows us to assess
the strength and direction of associations between the indi-
vidual metrics generated by each tracking modality (6-DOF
and object detection) and the expert scores.

Predicting expert scores using ordinal regression

In this experiment, we aim to assess the effectiveness of
metrics from both 6-DOF tracking and object detection in
predicting expert-assigned ICO-OSCAR:SICS scores. For
each scoring criterion, we selected up to five metrics with
the strongest, statistically significant correlations with the
ground truth scores based on the results of the previous exper-
iment. If no metrics had significant correlations, a single
metric with the highest, nonsignificant correlation was cho-
sen.

Using these selectedmetrics, we trained an ordinal regres-
sion model to predict the ICO-OSCAR:SICS scores. The
model was trained using the same cross-validation strategy
applied in training the object detection network. Predictions
from themodelwere then compared to the ground truth scores
using Spearman rank correlation. This metric was chosen
because it assesses the strength and direction of monotonic
relationships, which aligns with the ordinal nature of the
ICO-OSCAR:SICS scores. Additionally, its use has been
well established in several studies evaluating the similarity
between predicted and expert-assigned scores in surgical per-
formance assessment [21, 22].

To evaluate differences in correlation strengths, we com-
pared 6-DOF tracking to both object detection experiments
(with and without lens-based metrics). For this comparison,
correlation values were first converted to z-scores using the
Fisher transformation and then analyzed using a z-test.

This experiment was run twice: first, using only metrics
computable by both 6-DOF tracking and object detection,
and second, with lens-based metrics included. In the sec-
ond analysis, we retained the same metrics selected for each
criterion from the first analysis and added the lens-basedmet-
ric with the strongest significant correlation with the ground

Table 2 mAP50 results for object detection network

Tool / Object mAP50

Forceps 73.4%

Diamond keratome (straight) 69.0%

Viscoelastic cannula 60.1%

Cystotome needle 61.5%

Diamond keratome (angled) 66.0%

Capsulorhexis forceps 78.3%

Lens 98.0%

Overall 72.6%

truth scores (up to one additional metric per criterion). If no
lens-based metrics had significant correlations, no additional
metrics were included, as the metrics selected in the first
analysis were sufficient to make predictions. This approach
ensured that lens-based metrics were treated as supplemen-
tary information rather than a requirement.

When analyzing the performance of the score predictions,
we considered negative correlations to be poor predictions of
skill because the expert scores and predicted scores should
align in value anddirection. Positive correlations indicate that
the predicted scores track the expert-assigned scores accu-
rately, reflecting agreement in skill assessment. As in the
initial analysis, predicted scores were compared to ground
truth scores using Spearman rank correlation.

Results

Object detection network performance

The mAP50 for each of the tools and overall is presented in
Table 2. Using the YOLOv8 object detection network, we
achieved an overall mAP50 of 75.6%. The lens was detected
with a mAP50 of 98.0%. The tool with the highest mAP50
was the capsulorhexis forceps at 78.3%, while the tool with
the lowest mAP50 was the viscoelastic cannula at 60.1%.

Correlation of rawmetric values with expert scores

In the analysis of correlation strengths between each met-
ric and the expert scores, object detection metrics generally
demonstrated stronger correlations with the scoring crite-
ria than the 6-DOF tracking metrics. When comparing the
number of significant correlations, object detection metrics
showed a higher frequency of significant associations with
expert scores. Specifically, for 6-DOF tracking, there were
14 instances of significant correlations with expert scores out
of a maximum of 104 comparisons, with at least one signifi-
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Fig. 7 Spearman rank correlations between metric values and expert-
assigned scoring criteria. Subplots A and B display the correlation
strengths for distance-based and time-based metrics, respectively,
derived from 6-DOF tracking. Subplots C and D show the correspond-
ing correlations for distance-based and time-based metrics computed

from object detection. Positive correlations are indicated in red, and
negative correlations in blue, with significant correlations highlighted
in bold. Metrics that are used for score prediction are denoted with an
asterisk (*)

cant correlation for seven out of the eight scoring criteria. In
contrast, object detection metrics yielded 30 significant cor-
relations out of 104 comparisons without lens-based metrics
and 36 significant correlations out of 144 comparisons when
lens-based metrics were included, with at least one signifi-
cant correlation for each of the eight scoring criteria.

Across both 6-DOF tracking and object detection, sev-
eral metrics exhibited negative correlations with the expert
scores, suggesting that higher scores corresponded to reduced
metric values, which may imply greater efficiency in move-
ments. The only metric category that predominantly showed
positive correlations with the expert scores was the for-
ceps, which consistently demonstrated positive associations
in both 6-DOF tracking and object detection results. The

complete results of the correlations between metrics and
expert scores are shown in Fig. 7.

Predicting expert scores using ordinal regression

In this experiment, we evaluated the correlations between
predicted scores and expert-assigned scores across three con-
ditions: scores predicted usingmetrics from 6-DOF tracking,
object detectionwithout lens-basedmetrics, andobject detec-
tion with lens-based metrics. The correlations between the
predicted scores and expert scores are shown in Table 3.

When using object detection metrics without lens-based
metrics, predicted scores showed stronger correlations with
expert scores than those from 6-DOF tracking for four out
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of the eight scoring criteria. The addition of lens-based met-
rics further increased correlation strengths across all eight
criteria, resulting in six criteria with significant positive cor-
relations between predicted scores and expert scores.

The strongest correlation for 6-DOF trackingwasobserved
for criterion (16): Conjunctival and Corneal Tissue Handling
(ρ = 0.61, p = 0.001), while the least predictive correla-
tion was for criterion (17): Intraocular Spatial Awareness
(ρ = −0.40, p = 0.05), as the negative direction indi-
cates limited utility for skill prediction. For object detection
without lens-based metrics, criterion (16): Conjunctival and
Corneal Tissue Handling also displayed the highest correla-
tion (ρ = 0.72, p = 5.4 × 10−5), whereas criterion (14):
Wound Neutrality and Minimizing Eye Rolling and Corneal
Distortion had the lowest (ρ = 0.10, p = 0.62). When
lens-based metrics were included, criterion (5): Paracente-
sis and Viscoelastic Entry exhibited the strongest correlation
(ρ = 0.80, p = 1.4 × 10−6), while criterion (7): Cap-
sulorrhexis: Formation and Circular Completion had the
weakest (ρ = 0.28, p = 0.17). Only one criterion, (6): Cap-
sulorrhexis: Commencement of Flap and Follow-Through,
showed a decrease in correlation when lens-based met-
rics were added, indicating that additional metrics did not
improve prediction accuracy across all criteria.

Across all conditions, there were no criteria where 6-
DOF tracking produced significantly higher correlationswith
expert scores compared to object detection (p > 0.07).
These results indicate that, for all scoring criteria, object
detection methods performed at least as well as, and often
better than, 6-DOF tracking in terms of alignment with
expert scores. The p > 0.07 value represents the lowest
p value obtained for any scoring criterion when comparing
the three methods (6-DOF tracking, object detection with-
out lens-based metrics, and object detection with lens-based
metrics). Conversely, object detection, without lens-based
metrics, produced significantly stronger correlations for cri-
teria (4): Corneal Entry, (7): Capsulorrhexis: Formation and
Circular Completion, and (17): Intraocular Spatial Aware-
ness, with p values of 0.01, 7.8 × 10−4, and 6.6 × 10−13,
respectively. With the inclusion of lens-based metrics, these
differences became more pronounced for these criteria, and
criterion (5): Paracentesis andViscoelasticEntry also showed
a significantly stronger correlation (p = 1.4 × 10−6) com-
pared to the correlation from 6-DOF tracking.

Discussion

The results of this study demonstrate that object detection
from monocular surgical video can achieve comparable, and
in some cases stronger, correlations with expert-assigned
skill scores than traditional 6-DOF ArUco-based track-
ing. When comparing the raw metrics to expert scores,

object detection metrics exhibited more frequent and gen-
erally stronger correlations across multiple scoring criteria
compared to 6-DOF tracking, particularly when lens-based
metrics were included. These findings suggest that object
detection could be a valuable tool for skill assessment, espe-
cially given its accessibility and lack of additional hardware
requirements. Furthermore, object detection analyzesmotion
directly from the surgical microscope’s viewpoint, which
closely aligns with the perspective used by expert raters
to evaluate performance. This alignment not only ensures
that the assessment framework reflects real-world evalua-
tion practices but also emphasizes the practical relevance of
video-based analysis in skill assessment. In the score predic-
tion analysis, correlations between the predicted scores and
expert scores were consistently higher for object detection
metrics than for 6-DOF tracking,with lens-basedmetrics fur-
ther enhancing prediction accuracy. These results support the
hypothesis that object detection can provide a robust assess-
ment of surgical skill andmay offer advantages over tracking
methods that require attachments to the surgical tools, espe-
cially when predictive power is a key consideration.

The higher correlations observed with object detection,
especially when using lens-based metrics, indicate that
video-based analysis can capture nuanced aspects of instru-
ment handling and movement that may be challenging to
detect with optical 6-DOF tracking methods under certain
conditions, such as occlusion or challenging orientations.
As with any optical method, ArUco tracking can suffer
from line-of-sight issues, leading to frames being missed
when instruments are occluded by other objects. This issue
occurs much less frequently in the microscope video because
it is optimally positioned to ensure the surgeon can see
their work. While sensor-based methods such as electro-
magnetic (EM) tracking could address line-of-sight issues,
they introduce their own challenges, including interference
from metallic objects, calibration complexity, and the need
for additional hardware attached to the instruments. These
limitations underscore the potential of object detection to
complement or replace existing tracking methods, providing
a robust, scalable, and accessible alternative for assessing
surgical skill.

Interestingly, the observed negative correlations for some
metrics suggest that higher skill levels, as perceived by
experts, are often associated with more efficient and conser-
vative instrument movements. This pattern was consistently
captured by both object detection and 6-DOF tracking, high-
lighting the value of both methods for skill assessment.
Additionally, forceps usage tended to show positive corre-
lations, indicating that expert evaluators may associate this
instrument’s usage with more precise and targeted actions.
Unlike other instruments, the opening and closing motion
of the forceps contributes to path length, which may explain
why its usage differs in correlation patterns compared to other

123



International Journal of Computer Assisted Radiology and Surgery

tools. This distinction suggests that tool-specific movement
characteristics could provide additional insight into surgical
technique, reinforcing the potential for object detection to
capture nuanced aspects of performance.

To enable practical implementation, we envision integrat-
ing this method as a feature within the existing Perk Tutor
platform in 3D Slicer. This approach would make the sys-
tem freely available as open-source software, facilitating
easy integration with commonly available hardware. Our
ultimate goal is to provide continuous feedback on surgi-
cal performance without requiring the presence of an expert,
thereby streamlining the assessment process and reducing the
burden on teaching physicians. Additionally, by providing
objective, automated feedback aligned with OSCAR scor-
ing criteria, this approach could serve as a formative tool to
help students identify specific areas for improvement in their
surgical technique. Such an approach would enable frequent,
detailed feedback to support skill development, complement-
ing the role of the teaching physician in guiding the student’s
progress.

Despite these promising results, this study has several
limitations. First, the small dataset size (25 videos) con-
strained the range of expert scores and limited the statistical
power to draw definitive conclusions about score classifica-
tion accuracy. The limited data also necessitated a simpler
approach to metric selection, where only the top correlating
metrics were used to predict scores. Additionally, the small
dataset size made it impractical to use cross-validation for
metric selection. While the ordinal regression models were
still trained using cross-validation, the inability to perform
cross-validation formetric selection further restricts our abil-
ity to make strong conclusions about the accuracy of the
predicted scores. Furthermore, for some criteria, such as Cri-
terion 16 (Conjunctival and Corneal Tissue Handling), the
limited range of scores made predictions easier, as binary
outputs are inherently simpler to model than criteria with
wider score distributions. This may partially explain why
Criterion 16 showed strong predictive performance. Never-
theless, the comparison between trackingmodalities remains
valid. Although the results support the hypothesis that object
detection can offer a viable alternative to 6-DOF tracking,
future studies with larger and more diverse datasets will be
necessary to validate these findings and potentially apply
more sophisticated metric selection techniques or machine
learning classifiers for more accurate score predictions.

Building on this comparison, it is important to note that
although 6-DOF tracking provides both translational and
rotational data, this study focused exclusively on metrics
derived from tool-tip movement, such as path length and
usage time. This decision was driven by the need to ensure
a fair comparison with object detection, which does not cur-
rently provide rotational or pose information. Additionally,
tool-tipmetrics have beenwidely validated in the literature as

reliable indicators of surgical skill. However, excluding rota-
tional and pose-based metrics represents a limitation, as such
data could offer valuable additional insights into surgical per-
formance. Future research could explore the integration of
rotational metrics to further enhance the predictive power
of 6-DOF tracking and assess their potential contribution to
skill evaluation.

Another limitation is that only ArUco markers were used
for 6-DOF tracking. While ArUco is a low-cost, accessible
option and is widely considered a standard in marker-based
optical tracking, it is known to have limitations in accuracy,
particularly in complex orientations orwhenmarkers are par-
tially occluded. Additionally, the recording frame rate of 6
fps, constrained by the limitations of the ArUco tracking
software and the laptop used for recording, is lower than
typical video frame rates. However, the graders reported no
difficulty evaluating the videos at this frame rate, suggest-
ing that the key features for assessment were adequately
preserved. These factors could introduce bias into the com-
parisons between ArUco and object detection, potentially
underestimating the performance of 6-DOF tracking. Future
work could address these limitations by validating object
detection against higher-precision, high-cost tracking sys-
tems to more comprehensively assess its robustness relative
to premium tracking modalities and by exploring the impact
of higher frame rates on assessment fidelity.

Another important consideration is the use of Spear-
man correlation to assess agreement between predicted
and expert-assigned scores. While Spearman correlation is
widely used in skill assessment research, it has inherent lim-
itations. Because it evaluates only rank order rather than
absolute differences, it does not capture the magnitude of
prediction errors. This means that large deviations in score
values may still yield high correlations if the ranking order is
preserved. Additionally, Spearman correlation is less infor-
mative when many tied values exist, as is often the case
with ordinal skill assessment scores. To provide a more
comprehensive evaluation of predictive performance, future
work could explore complementary metrics such as mean
absolute error (MAE) or quadratic weighted kappa (QWK),
which account for absolute differences and agreement levels
across score categories. Incorporating these additional met-
rics could offer deeper insights into prediction accuracy and
the practical utility of automated skill assessment methods.

The process of manual annotation, while critical for the
success of this study, posed a significant time burden, requir-
ing approximately 120h to annotate and review 1.25h of
video. Although this high time cost is challenging, anno-
tated data is essential for developing and validating new
methodologies, such as object detection for skill assess-
ment. Unlike calibration for 6-DOF tracking, which must
be performed each time the system is used to ensure
proper functioning, annotation requires time only from those
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developing the system and can be done asynchronously as
more data becomes available. Additionally, as the object
detection model improves, the need for further annotation
diminishes, whereas calibration must be repeated regardless
of system improvements. The availability of high-quality,
human-annotated datasets ensures reproducibility, rigor, and
a foundation for training automated systems. Future research
could explore semi-automated or AI-assisted annotation
tools to accelerate this process, thereby reducing the time
investment required while maintaining data quality.

Finally, while object detection has significant advantages
in terms of cost, hardware requirements, and ease of inte-
gration, real-world clinical environments present additional
challenges, such as varying lighting conditions, reflections,
and diverse tool types, which will reduce the robustness of
video-based tracking. Despite these challenges, the object
detection model used in this study allowed us to compute
metrics that effectively distinguishedbetweendifferent levels
of surgical performance, suggesting that the model’s perfor-
mance is sufficient for this task. Nonetheless, there remains
room for improvement in the model’s accuracy and robust-
ness. Future studies should aim to enhance the model to
ensure consistent performance in diverse clinical scenar-
ios, improving the resilience of object detection models in
dynamic, real-world surgical environments.

Conclusion

This study demonstrates that object detection from monoc-
ular surgical video can effectively assess surgical skill in
cataract procedures, achieving comparable or stronger cor-
relations with expert-assigned scores than 6-DOF ArUco
tracking. By eliminating the need for additional hardware
or tool modifications, object detection offers a scalable and
accessible solution for skill evaluation. The inclusion of
lens-based metrics further enhanced predictive accuracy,
underscoring the potential of video-based analysis to pro-
vide meaningful insights into surgical performance.

Despite challenges such as manual annotation and vari-
ability in clinical environments, the metrics derived from
object detection reliably distinguished between different lev-
els of surgical skill, demonstrating the model’s suitability for
this application. Future studies should aim to validate this
approach with larger and more diverse datasets, improve its
robustness to real-world variability, and explore its integra-
tion into clinical and training settings as a practical tool for
skill assessment.
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