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Edge Detection using Derivatives
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Image gradient

The gradient of an image:
— [9f 9f
V= [ax’ ay]

The gradient points in the direction of most rapid change in intensity

V=30
Lf:[o,af] k

The gradient direction is given by:
_ —1 (Of ;0f
6 = tan (8—9/8—33)

« Gradient direction is along the normal to the edge
The edge strength is given by the gradient magnitude

VA= /(D7 + (3

Vs =[55Gl




Finite Difference for Gradient

Discrete approximation: Convolution kernels:
.., of
Ix('!J):&zfiﬂ,j_fi,j [_1 1]
o of -1
Iy(|1j):5zfi,j+l_fi,j {1}

Magnitude (strength) G(i, J) = \/If(i, ])+ Ij(i, )
aprox. magnitude  G(l, J) z‘lx‘+‘|y‘

direction  arctan(l, /1,)



Edge Detection Using the Gradient

Properties of the gradient:

 The magnitude of gradient A\ L1/ _Egga“
provides information about the SPRC:E%UON 3 < Ll IR
strength of the edge '

 The direction of gradient is ‘ e
always perpendicular to the —
direction of the edge : —

Simple edge detector:

« Compute derivatives in x and y directions (Edge enhancement)
« Find gradient magnitude (Edge localization)
« Threshold gradient magnitude (Edge localization)



Edge Detection Algorithm
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Edge Detection Example




Edge Detection Example

G(i, j) =120, j) + 12(, )




Finite differences responding to noise

VLA

Increasing noise ->
(this 1s zero mean additive gaussian noise)




Effects of noise

Consider a single row or column of the image
 Plotting intensity as a function of position gives a signal
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Where Is the edge?



Solution: smooth first

Sigma = 50

=
Signal

>
Kernel
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Convolution

5e(h* f)

Differentiation
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Where is edge? Look for peaks in s (o * f)



Sobel Edge Detector (smooth and diff.)

Approximate derivatives with

central difference Convolution kernel
.., Of
|X(I,j):&z fii— fi; [1 0 - ]

_ _ 1 0 -1
Smoothing by adding 3 column ) )
neighbouring differences and give 0 -
more weight to the middle one 1 0 -1]

1 2 1
Convolution kernel for |y 0 0 O




Sobel Operator Example

&4 |8 8 1 0 -1]
d, || d5]| Qg * |2 0 -2
a, | a | a 10 -1
q | &, | g4 1 2
a,[a&]a | %= | g o

a, | a;| a -1 -2 -1

The approximate gradient at a,

I, =(a, —a;)+2(a, —a;) +(a, —a,)
| = (3 —8,)+ 208, ~ ) + (8, - a)




Sobel Edge Detector
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Sobel Edge Detector
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Sobel Detector




Simple Edge Detection Summary

Input: an image | and a threshold t.

1. Noise smoothing: 1, =1*h

(e.g. his a Gaussian kernel)

2. Compute two gradient images |, and 1, by convolving I,
with gradient kernels (e.g. Sobel operator).

3. Estimate the gradient magnitude at each pixel

G(i, j) =12, ) +12(, j)

4. Mark as edges all pixels (1, J) such that G(i, j) >~



Evaluating Edge Detectors

« Want good detection

« Minimize false positives (spurious edge points) caused by
noise and also false negatives (missing edge points)

* Find all the edges!

Want good localization

* The edges detected should be as closely as possible to the
true edges

« Find the edges accurately!

Use these two criteria to evaluate edge
detectors

Detection and localization are traded off
against each other (hard to have both good)



Canny Edge Detection

« Simple edge detection has poor localization

« Thresholding gradient image produces many edge pixels
» Edges are therefore wider than one pixel (undesirable)

» Reason for this is that the localization step is simple
thresholding of the gradient image

« Canny edge detector has very similar

smoothing and enhancement but localizes by

« Thinning edges to one pixel by non-maxima suppression
» Uses hysteresis thresholding instead of simple thresholding

* |s optimal for a simple edge and noise model
« And is very commonly used (a function in Opencv)

* Links edge pixels together into contours



Canny Smoothing and Enhancement

Algorithm CANNY_ENHANCER

The input is /, an intensity image corrupted by noise. Let G be a Gaussian with zero mean and
standard deviation o.

3This can be done for any edge class, not only step edges. All integrals evaluated using the step edge model
change: see Canny’s original article (Further Readings) for details.

6 And 90% of the single-response criterion, although this figure is rather complicated to achieve.

"Notice that this algorithm implements edge descriptors through a set of images. An alternative would be to
define a data structure gathering all the properties of an edge.

1. Apply Gaussian smoothing to / (algorithm LINEAR_FILTER of Chapter 3 with a Gaus-
sian kernel discretising G), obtaining J =1 x G.

2. For each pixel (i, j):

(a) compute the gradient components, J, and J, (Appendix, section A.2);
(b) estimate the edge strength

es(iy J)=+f T2, )+ I3, J)
(c) estimate the orientation of the edge normal

o @ Jy
e,(i, j) = arctan —
Jx

The output is a strength image, E,, formed by the values es(i, j), and an orientation image, E,,
formed by the values e,(i, j).




Smoothing to Reduce Noise

(a) Original (b) Smoothed



Non-maxima suppression

« Edge strength is gradient magnitude and edge

orientation Is gradient orientation

The input is the output of CANNY_ENHANCER, that is, the edge strength and orientation
images, E; and E,. Consider the four directions d; . . . ds4, identified by the 0°, 45°, 90° and 135°

orientations (with respect to the horizontal axis image reference frame).
For each pixel (i, j):

1. find the direction, di, which best approximates the direction E,(i, j) (the normal to the
edge);
2. if Es(i, j) is smaller than at least one of its two neighbors along 3k. assign In(i, j)=0

(suppression); otherwise assign In(i, j) = E(i. j).

The output is an image, Ix(i, j), of the thinned edge points (that is, Es(i, j) after suppressing
nonmaxima edge points).



Gradient Orientation

Reduce angle of Gradient 0]i,j] to one of the 4
sectors

Check the 3x3 region of each GJi,|]

If the value at the center is not greater than the 2
values along the gradient, then GJi,j] is setto O
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Non-Maximum Suppression

Suppress the pixels in ‘Gradient Magnitude
Image’ which are not local maximum

if G(x,y)>=G(x,y')

G )
G(x, y)=+ () &G(x,y)>=G(x",y")
0 otherwise

"Y') (x,y’)and (x",y")are the neighbors of (x,y)in G
along thedirection normal toan edge



Non-Maxima Suppression

Thin edges by keeping large values of Gradient
* not always at the location of an edge
 there are many thick edges
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Canny Edge Detector
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Non-Maxima Suppression
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Non-Maxima Suppression
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false edges

The suppressed magnitude image will contain
many false edges caused by noise or fine

texture

Canny Edge Detector
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Non-Maxima Suppression

« Edge strength and direction show for each of
the edge pixels

« The white pixels are what remain, the rest
have their gradient magnitude set to zero




Canny Edge Detector




Non-Maximum Suppression
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Non-Maxima Suppression

Non-maxima
suppressed

Original image Gradient magnitude



Non-Maxima Suppression

(a) Smoothed (b) Gradient magnitudes



Suppressed edges as function of o

Figure 4.5 Strength images output by CANNY_ENHANCER run on Figure 4.1, after
nonmaximum suppression, showing the effect of varying the filter’s size. that is, the standard
deviation, o7, of the Gaussian. Left to right: 0 =1, 2, 3 pixel.



Hysteresis Thresholding

« Hysteresis = where two or more physical

guantities bear a relationship that depends on
orior history

« Have two thresholds for edges (lower and
nigher)

* Once we start an edge chain with higher threshold then
continue as long as edge pixels pass lower threshold

* Tends to jump over weaker edges and make
better and longer edge chains

« Use hysteresis thresholding on edge pixels
that pass non-maxima suppression test




Hysteresis Thresholding

If the gradient at a pixel is above ‘High’, declare
it an ‘edge pixel’

If the gradient at a pixel is below ‘Low’, declare
it a ‘non-edge-pixel’

If the gradient at a pixel is between ‘Low’ and
‘High’ then declare it an ‘edge pixel’ if and
only if it is connected to an ‘edge pixel’
directly or via pixels between ‘Low’ and °
High’

Edge pixels are linked into contours, which are
connected edge pixels that pass this test



Hysteresis

Check that maximum value of gradient value is

sufficiently large

« drop-outs? use hysteresis

— use a high threshold to start edge curves and a low threshold to
continue them.



Hysteresis Thresholding
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T,=2 (High threshold) T,=1 (Low Threshold)
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« AT, contour has pixels along the green arrows

o Linking: search in a 3x3 of each pixel and connect the
pixel at the center with the one having greater value

« Search In the direction of the edge (direction of Gradient)

Canny Edge Detector 38
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Hysteresis Thresholding
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Hysteresis Thresholding

gap is gone

Strong +
connected
weak edges

Original
image




Hysteresis Thresholding

« Strong edges in white (higher threshold)
 Weak edges in blue (lower threshold)

(a) Edges after non-maximum sup- (b) Double thresholding
pression



Hysteresis Thresholding

(a) Double thresholding (b) Edge tracking by hysteresis (c) Final output

Figure 7: FEdge tracking and final output. The middle image shows strong edges in white, weak edges
connected to strong edges in blue, and other weak edges in red.



The Canny edge detector

original image (Lena)



The Canny edge detector

norm of the gradient



The Canny edge detector

thinning
(non-maximum suppression)



The Canny edge detector

Final edges



Scale of the edge detector

« Remember that first step for canny edge
detectors is a smoothing step by a Gaussian
with a sigma?

* Most edge detectors smooth with a given size kernel

« Smoothing eliminates noise, makes edges

smoother and removes fine detall

* This sigma (std. deviation of the Gaussian
smoothing kernel) is called the scale

* We can choose any scale we want

 large scale removes small details, but shifts edges slightly
« small scale has more details and less edge shift



| ocalization detection/tradeoff

« To evaluate an edge detector we consider the
detection and localization capabilities
« Can we detect only important edges and do it accurately

* We can adjust filter spatial scale (sigma of
Gaussian smoothing) but we can not
simultaneously improve detection and

localization

« Larger scale improves detection (less noise) but makes
localization worse

« Smaller scale improves localization (more accurate) but
makes detection worse

 This is a fundamental tradeoff!



Effect of varying scale (Gaussian size)

Larger Gaussian means better edges but they are
slightly shifted and distorted




Comparing Edge Detectors

« Want good detection

« Minimize false positives (spurious edge points) caused by
noise and also false negatives (missing edge points)

« Want to find all the important edges and no more!

« Want good localization

« The edges detected should be as close as possible to the
true edges

« Want to find the location of the important edges accurately!

« Use these two criteria to evaluate edge
detectors



Comparison of edge detectors



'prewitt'
'prewitt'

Edge Detection in Transportation

http://www.mobileye-vision.com/default.asp?PagelD=214
52




Iris/Retina of the Eye
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Edge Detection in Iris Recognition
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54



Visual Appearance of Human Iris
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ris Image Examples
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Iris Recognition System
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Edge Detection for Pupil Localization

Sobel Edge Detector

58



Change Edge Detection Operator

Canny Edge Detector
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Robust Pupil Detection

After edge detection, we
can remove the small
edges and fit a circle or
ellipse to locate the pupil
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