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#### Abstract

Consider a finite set of identical entities, called robots, which can move freely in the Euclidean plane. Let $p(t)$ denote the location of robot $p$ at time $t$; a robot $p$ can see robot $q$ at time $t$ if at that time no other robot lies in the line segment $p(t) q(t)$. We consider the basic problem called Mutual Visibility: starting from arbitrary distinct locations, within finite time the robots must reach, without collisions, a configuration where they all see each other. This problem must be solved by each entity autonomously executing the same algorithm. We study this problem in the standard model of semi-synchronous oblivious robots. The extensive literature on computability in such a model has never considered this problem because it has always assumed that three collinear robots are mutually visible. In this paper we remove this assumption, and present an algorithm that solves Mutual Visibility. To prove its correctness, we solve a seemingly unrelated problem, Communicating Vessels, which is interesting in its own right. As a byproduct of our solution, we also solve a classical problem for oblivious robots, Near-Gathering, even if one robot is faulty and unable to move.


## 1 Introduction

Model and previous work. Consider a set of $n$ mobile computational entities, called robots, located in the Euclidean plane, each at a distinct point. The robots are anonymous, indistinguishable, without any direct means of communication; each robot is provided with its own local coordinate system (possibly different from the other robots' systems). They operate in rounds, however not all robots are necessarily active at all rounds. In a round, each active robot determines the position (in its own coordinate system) of the other robots, it performs some local computation to determine a destination point, and it moves to this point. The choice of the robots activated in a round is made by an adversary, but each robot is activated infinitely often. The

[^0]robots are oblivious: at the end of a round, they forget all their observations and computations. This model of semi-synchronous oblivious mobile robots has been extensively studied, for instance, in $[2,5,7,8,10,11]$. All these investigations share the assumption that visibility is unobstructed; that is, three collinear robots are mutually visible. Not much is known on computing when the visibility of these robots is obstructed by the presence of other robots; that is, if two robots $p$ and $q$ are located at $p(t)$ and $q(t)$ at round $t$, they can see each other if and only if no other robot lies in the segment $p(t) q(t)$ at that time. In fact, the few studies on obstructed visibility have been done in different models: the model of robots in the one-dimensional space $\mathbb{R}^{1}$ (see [3]); the model of robots with lights, where robots have bounded direct communication capabilities and persistent memory (see [6]); and the so-called fat robots model, where robots are not points but unit discs, collisions are allowed and can be used as an explicit computational tool (e.g., $[1,4,8]$ ). Note that, in our model, because robots are oblivious and anonymous and execute the same protocol, if $p(t)=q(t)$ (a collision), then the activation adversary can force $p\left(t^{\prime}\right)=q\left(t^{\prime}\right)$ for all $t^{\prime}>t$. Thus, unless this is the intended outcome, collision avoidance is always a requirement for all algorithms in our model.

Our contribution. In this paper we start the investigation of computing with obstructed visibility, and consider the most basic problem, Mutual Visibility, where the robots start from arbitrary distinct positions in the plane and must reach a configuration when they all see each other. This problem is clearly at the basis of any subsequent task requiring complete visibility.

In Section 3.1 we present an algorithm that solves Mutual Visibility without collisions. Each of the $n$ robots moves independently from the others, following its local algorithm, until the robots form a convex $n$-gon, in spite of the decisions of the scheduling adversary. At this point they all see each other, so the problem is solved and the robots may terminate the execution. Moreover, during this process, they never move outside the convex hull of the robots' original positions (the only exception being when they are initially all collinear). Not exceeding the original convex hull is a desirable feature, e.g., if the robots are initially delimiting an area that is unsafe outside its border. The algorithm works without any agreement among the robots on a common unit of distance, or North direction, or handedness. Actually,
these parameters may even change, from activation to activation, for the same robot.

To prove the correctness of our algorithm, in Section 3.3 we solve a seemingly unrelated problem, Communicating Vessels, which is interesting in its own right.

As a byproduct of our solution, we also solve a classical problem for oblivious robots: collision-less convergence to a point or Near-Gathering (see $[8,9]$ ). In fact, we show that, if the robots continue to follow our algorithm once they reach full visibility, the convex hull of their positions converges to a point, and the robots approach it without colliding.

Finally, we observe an interesting property of faulttolerance of our algorithm: if a single robot is faulty and becomes unable to move, the robots will still solve NearGathering, converging to the faulty robot's location.

## 2 Definitions

We use the standard model of semi-synchronous oblivious robots (e.g., see [8]). Let $\mathcal{R}=\left\{r_{1}, r_{2}, \cdots, r_{n}\right\}$ be a set of autonomous oblivious mobile robots operating in the Euclidean plane. We denote by $r_{i}(t) \in \mathbb{R}^{2}$ the position occupied by robot $r_{i} \in \mathcal{R}$ at time $t \in \mathbb{N}$; these positions are expressed here in a global coordinate system, which is used for description purposes, but is unknown to the robots.

We say that robot $r_{i}$ sees robot $r_{j}$ at time $t$ if and only if the line segment $r_{i}(t) r_{j}(t)$ does not contain any other robot at that time. Two robots $r_{i}$ and $r_{j}$ are said to collide at time $t$ if $r_{i}(t)=r_{j}(t)$.

Each robot is provided with its own local coordinate system centered in itself, and its own unit of distance. However, there might be no agreement among different robots on the coordinate system, on its handedness, or on the unit of distance; moreover, the coordinate system of a robot might not be preserved over time and might be modified by an adversary.

The robots are anonymous (i.e., without internal identifiers), indistinguishable (i.e., without external markings), without any direct means of communication. Each robot is provided with a private copy of the same algorithm, which it executes locally every time it is activated. At each time instant, a robot is either active or inactive. If active at time $t \in \mathbb{N}$, a robot performs a Look-Compute-Move sequence of operations: it determines the positions, in its own coordinate system, of the visible robots (Look); using these positions and the value of $n$ as input, the robot executes the algorithm to determine a destination point (Compute); finally, the robot moves to the computed destination, if it is different from its current location (Move). This sequence of operations is executed "atomically", and ends by time $t+1$. The choice of which robots are active at time $t$ is made by an adversary, called scheduler, subject only
to the fairness restriction that each robot be activated infinitely often. A robot can also decide to terminate its execution during a Compute phase. When a robot has terminated, it can never move again.

## 3 Solving the Mutual Visibility problem

The Mutual Visibility problem is solved if the robots reach a configuration in which they have all terminated their execution, and no three of them are collinear. In other words, all the robots must be mutually visible and in $n$ distinct locations (assuming that $n \geqslant 3$ ). Such a configuration must be reached from any initial configuration in which the robots' positions are all distinct (this is a necessary condition, as noted in Section 1), and regardless of the activation pattern decided by the scheduler. In the following we present Algorithm 1, which solves Mutual Visibility.

### 3.1 Algorithm description

Let us consider the convex hull of the robots' locations, at a given time. The robots lying on its boundary are called external robots, while the ones lying in its interior are the internal robots. The main idea of Algorithm 1 is to make only the external robots move, so to shrink the convex hull. When a former internal robot becomes external, it starts moving as well. Eventually, all the robots become external, and at this point they all see each other. Since the robots know $n$, they recognize this situation, and they can terminate.

Observe that a robot may not know where the convex hull's vertices are located, because they may be obstructed by other robots. However, it can at least determine whether it is an external or an internal robot. Indeed, being an internal robot is equivalent to being in the interior of the convex hull of the visible robots.

If an active robot $r_{i}$, located at $p$, realizes that it is internal, it does not move. Otherwise, it locates its clockwise and counterclockwise neighbors on the convex hull's boundary, say located at $a$ and $b$, which are necessarily visible. Then, $r_{i}$ attempts to move somewhere in the triangle $p a b$, in such a way to shrink the convex hull, and possibly make its boundary acquire one or more new robots. To avoid collisions with other robots that may be moving at the same time, $r_{i}$ 's movements are restricted to a smaller triangle, shaded in gray in Figure 1. Moreover, to avoid becoming an internal robot, $r_{i}$ does not cross any line parallel to $a b$ that passes through another robot, as shown in Figure 1(a). In particular, if no such line intersects the gray area, $r_{i}$ makes a default move, and it moves halfway toward the midpoint of the segment $a b$, as indicated in Figure 1(b).

The above rules are sufficient to solve the Mutual Visibility problem in most cases, but there are some exceptions. It is easy to see that there are configurations


Figure 1: Move of an external robot, in two different cases. Robots' locations are indicated as small circles.
in which Mutual Visibility is never solved until an internal robot moves, regardless of the algorithm employed. For instance, suppose that the configuration is centrally symmetric, with one robot lying at the center. Then, as long as the central robot does not move and pairs of symmetric robots are activated simultaneously, the configuration remains centrally symmetric, and therefore the central robot always obstructs the others. It turns out that our rules can be fixed in a simple way to resolve also this special case: if there is only one internal robot, it moves to the midpoint of any edge of the convex hull. Note that the only internal robot necessarily sees all the others, and therefore it can identify the configuration, due to its knowledge of $n$.

Finally, the configurations in which all the robots are collinear need special handling. In this case it is impossible to solve Mutual Visibility unless some robots leave the current convex hull. In Algorithm 1, if a robot sees only one other robot, it realizes that all robots lie on a line, and that it occupies an endpoint. Therefore, it moves orthogonally to that line. When this is done, the previous rules apply.

### 3.2 Correctness: invariants

In the following we discuss some basic invariants, which will serve to prove the correctess of Algorithm 1. Let $\mathcal{H}(t)$ denote the convex hull of $\left\{r_{1}(t), r_{2}(t), \cdots, r_{n}(t)\right\}$.

Suppose that, for some $t \in \mathbb{N}, \mathcal{H}(t)$ is not a line segment: the situation is illustrated in Figure 2. Every external robot is bound to remain in the corresponding gray triangle, and by construction all such triangles are disjoint. Moreover, if there is only one internal robot

```
Algorithm 1: Solving the Mutual Visibility problem
    Input:
    \(\mathcal{V}\) : set of locations of the robots visible to me
    (myself included) expressed in a coordinate system
    centered at my location;
    \(n\) : total number of robots (both visible and
    invisible).
    \(p \longleftarrow(0,0)\)
    \(\mathcal{H} \longleftarrow\) convex hull of \(\mathcal{V}\)
    if \(\mathcal{H}\) has n non-degenerate vertices then
        Terminate
    else if \(|\mathcal{V}|=2\) then
        \(a \longleftarrow\) location of the other visible robot
        Move orthogonally to pa by any amount
    else if I lie on the boundary of \(\mathcal{H}\) then
        \(a \longleftarrow\) my ccw neighbor on the boundary of \(\mathcal{H}\)
        \(b \longleftarrow\) my cw neighbor on the boundary of \(\mathcal{H}\)
        \(\gamma \longleftarrow 1 / 2\)
        if \(p \notin a b\) then
                foreach \(c \in \mathcal{V} \backslash\{p\}\) do
                    Let \(\alpha, \beta\) be such that \(c=\alpha \cdot a+\beta \cdot b\)
                    if \(\alpha+\beta<\gamma\) then \(\gamma \longleftarrow \alpha+\beta\)
        \(u \longleftarrow \gamma \cdot(2 a+b) / 3\)
        \(v \longleftarrow \gamma \cdot(a+2 b) / 3\)
        Move to the midpoint of any connected
        component of \(u v \backslash(\mathcal{V} \backslash\{p\})\)
    else if \(\mathcal{H}\) has \(n-1\) non-degenerate vertices then
        Move to the midpoint of any edge of \(\mathcal{H}\)
```

and it is activated, it moves to the midpoint of an edge of $\mathcal{H}(t)$, which does not lie in any gray triangle. It follows that, no matter which robots are activated at time $t$, they will not collide.


Figure 2: Combined motion of all external robots.
Observe that a robot $r \in \mathcal{R}$ is external at time $t$ if and only if there is a half-plane bounded by a straight line through $r(t)$ whose interior contains no robots at time $t$. Now, referring to Figure 1, it is clear that a robot that is external at time $t$ will also be external at
time $t+1$. Indeed, if $r(t)=p, r$ will stop at the first horizontal line that contains a robot, or it will make a default move. Therefore, at time $t+1, r$ will be found on the line $u v$, and no robot will lie above this line.

Additionally, if no new robots become external between time $t$ and $t+1$, then the ordering of the external robots around the convex hull is preserved from time $t$ to time $t+1$. This easily follows from the fact that every robot remains in its own gray triangle (cf. Figure 2).

### 3.3 Correctness: convergence

We seek to prove that Algoritm 1 makes every robot eventually become external. As it will be apparent, the crux of the problem is the situation in which only default moves are made (cf. Figure 1(b)). In Lemma 5 we will prove that in this case, if no new robots become external or terminate, all the robots converge to the same limit point. We reduce this sub-problem to the Communicating Vessels problem, as detailed next.

Since we are assuming that only the external robots move, and that their movements depend only on the positions of other external robots, we may as well assume that all robots are external, and that their indices follow their order around the convex hull. Indeed, by the invariants observed in Section 3.2, all robots will remain external throughout the execution, and their ordering around the convex hull will remain the same. So, let $r_{i-1}, r_{i}, r_{i+1}$ be three external robots, which appear on the boundary of $\mathcal{H}(t)$ consecutively in this order. Let $r_{i}$ perform a default move at time $t$. Then, the new position of $r_{i}$ is a convex combination of the current positions of these three robots, and precisely

$$
\begin{equation*}
r_{i}(t+1)=\frac{r_{i-1}(t)}{4}+\frac{r_{i}(t)}{2}+\frac{r_{i+1}(t)}{4} \tag{1}
\end{equation*}
$$

In general, as different sets of external robots are activated in several turns, and nothing but default moves are made, the new location of each robot is always a linear combination of the original positions of all the robots, obtained by applying (1) to the set of active robots, at every turn. In formulas,

$$
r_{i}\left(t_{0}+t\right)=\sum_{j=1}^{n} \alpha_{i, j, t} \cdot r_{j}\left(t_{0}\right)
$$

assuming that the robots start making only default moves at $t_{0}$. Let $I=\{1,2, \cdots, n\}$. What we have to prove is that, for every $j \in I$,

$$
\lim _{t \rightarrow \infty} \alpha_{1, j, t}=\lim _{t \rightarrow \infty} \alpha_{2, j, t}=\cdots=\lim _{t \rightarrow \infty} \alpha_{n, j, t}
$$

To this end, we fix $j$ and we define $w_{i, t}=\alpha_{i, j, t}-$ $\alpha_{i-1, j, t}$, where indices are taken modulo $n$. Our claim is equivalent to proving that, for every $i \in I$, all the sequences of the form $\left(w_{i, t}\right)_{t \geqslant 0}$ vanish.

This problem can be generalized and formulated in the following terms. $n$ vessels containing water are arranged in a circle. There is a pipe between each pair of adjacent vessels, regulated by a valve. At every second, some of the valves are opened and others are closed, in such a way that each of the $n$ valves stays open for infinitely many seconds, in total. If a valve between two adjacent vessels stays open between seconds $t$ and $t+1$, then $1 / 4$ of the surplus of water, measured at second $t$, flows from the fuller vessel to the emptier one. Our claim is that the amount of water converges to the same limit in all vessels, no matter how the valves are opened and closed. We call this problem Communicating Vessels.

In this formulation, the amount of water in the $i$ th vessel at time $t \in \mathbb{N}$ would be our previous $w_{i, t}$. However, here we somewhat abstract from the Mutual Visibility problem, and study the more general situation in which the $w_{i, 0}$ 's are arbitrary real numbers. We set $v_{i, t}=1$ if the valve between the $i$-th and the $(i+1)$ th vessel is open between time $t$ and $t+1$ (indices are taken modulo $n$ ), and $v_{i, t}=0$ otherwise. It is easy to verify that activating robot $r_{i}$ at time $t$ in our previous discussion corresponds to setting $v_{i, t}=1$ in the Communicating Vessels formulation.

Let us denote by $w_{t}$ the vector whose $i$-th entry is $w_{i, t}$, and let $q_{i, t}=w_{i+1, t}-w_{i, t}$. We first prove an inequality on the Euclidean norms of the vectors $w_{t}$, which makes no assumptions on the opening pattern of the valves.

Lemma 1 For every $t \in \mathbb{N}$,

$$
\begin{equation*}
\left\|w_{t}\right\|^{2}-\left\|w_{t+1}\right\|^{2} \geqslant \frac{1}{4} \sum_{i=1}^{n} v_{i, t} \cdot q_{i, t}^{2} \tag{2}
\end{equation*}
$$

Proof. For brevity, let $a=w_{i-1, t}, b=w_{i, t}, c=w_{i+1, t}$; hence, $q_{i-1, t}=b-a$ and $q_{i, t}=c-b$.

Suppose first that $v_{i-1, t}=v_{i, t}=1$, i.e., both valves connecting the $i$-th vessel with its neighbors are open. Then, $w_{i, t+1}=(a+2 b+c) / 4$. We have

$$
\begin{equation*}
\frac{w_{i-1, t}^{2}}{4}+\frac{w_{i, t}^{2}}{2}+\frac{w_{i+1, t}^{2}}{4}-w_{i, t+1}^{2} \geqslant \frac{q_{i-1, t}^{2}}{8}+\frac{q_{i, t}^{2}}{8} \tag{3}
\end{equation*}
$$

which can be obtained by dropping the term $(a-c)^{2} / 16$ from the algebraic identity
$\frac{a^{2}}{4}+\frac{b^{2}}{2}+\frac{c^{2}}{4}-\frac{(a+2 b+c)^{2}}{16}=\frac{(a-b)^{2}}{8}+\frac{(b-c)^{2}}{8}+\frac{(a-c)^{2}}{16}$.
Now, suppose instead that $v_{i-1, t}=1$ and $v_{i, t}=0$. Then we have $w_{i, t+1}=(a+3 b) / 4$, and

$$
\begin{equation*}
\frac{w_{i-1, t}^{2}}{4}+\frac{3 w_{i, t}^{2}}{4}-w_{i, t+1}^{2}=\frac{3 q_{i-1, t}^{2}}{16} \geqslant \frac{q_{i-1, t}^{2}}{8} \tag{4}
\end{equation*}
$$

where the first equality comes from the identity

$$
\frac{a^{2}}{4}+\frac{3 b^{2}}{4}-\frac{(a+3 b)^{2}}{16}=\frac{3(a-b)^{2}}{16}
$$

If $v_{i-1, t}=1$ and $v_{i, t}=0$, an analogous argument gives

$$
\begin{equation*}
\frac{3 w_{i, t}^{2}}{4}+\frac{w_{i+1, t}^{2}}{4}-w_{i, t+1}^{2} \geqslant \frac{q_{i, t}^{2}}{8} . \tag{5}
\end{equation*}
$$

Finally, if $v_{i-1, t}=v_{i, t}=0, w_{i, t+1}=w_{i, t}$, and trivially

$$
\begin{equation*}
w_{i, t}^{2}-w_{i, t+1}^{2}=0 \tag{6}
\end{equation*}
$$

We sum for each $i \in I$ the relevant inequality among (3), (4), (5), (6), depending on the value of $v_{i-1, t}$ and $v_{i, t}$. Each of the terms $q_{i, t}^{2} / 8$ appears twice if and only if $v_{i, t}=1$, and the coefficients of the terms in $w_{i, t}^{2}$ sum to 1 for every $i$, hence we get (2).

From the previous lemma, it immediately follows that the sequence $\left(\left\|w_{t}\right\|\right)_{t \geqslant 0}$ is non-increasing. Since it is also bounded below by 0 , it converges to a limit, which we call $\ell$. Let $M_{t}=\max _{i \in I}\left\{w_{i, t}\right\}$ and $m_{t}=\min _{i \in I}\left\{w_{i, t}\right\}$. Observe that each entry of $w_{t+1}$ is a convex combination of entries of $w_{t}$, hence $\left(M_{t}\right)_{t \geqslant 0}$ is non-increasing and $\left(m_{t}\right)_{t \geqslant 0}$ is non-decreasing. Therefore they both converge, and we let $M=\lim _{t \rightarrow \infty} M_{t}$ and $m=\lim _{t \rightarrow \infty} m_{t}$.

## Corollary 2

$$
m \leqslant \frac{\ell}{\sqrt{n}} \leqslant M
$$

Proof. For every $t \in \mathbb{N}$, we have

$$
n M_{t}^{2} \geqslant \sum_{i=1}^{n} w_{i, t}^{2}=\left\|w_{t}\right\|^{2} \geqslant \ell^{2}
$$

which proves the second inequality. As for the first inequality, for every $\varepsilon>0$ and large-enough $t$, we have $n m_{t}^{2} \leqslant\left\|w_{t}\right\|^{2} \leqslant \ell^{2}+\varepsilon$.

For the next lemma, we let $V_{i}=\left\{t \in \mathbb{N} \mid v_{i, t}=1\right\}$.
Lemma 3 Suppose that $\left|V_{i}\right|=\infty$ for at least $n-1$ distinct values of $i \in I$. Then,

$$
M=m=\frac{\ell}{\sqrt{n}}
$$

Proof. Due to Corollary 2, it is enough to prove that $M-m=0$. By contradiction, assume $M-m>0$, and let $\delta=(M-m) / n>0$. We have

$$
\lim _{t \rightarrow \infty}\left(\left\|w_{t}\right\|^{2}-\left\|w_{t+1}\right\|^{2}\right)=\ell^{2}-\ell^{2}=0
$$

hence there exists $T \in \mathbb{N}$ such that $\left\|w_{t}\right\|^{2}-\left\|w_{t+1}\right\|^{2}<$ $\delta^{2} / 4$ for every $t \geqslant T$. By Lemma 1 ,

$$
\frac{q_{i, t}^{2}}{4} \leqslant\left\|w_{t}\right\|^{2}-\left\|w_{t+1}\right\|^{2}<\frac{\delta^{2}}{4}
$$

for every $t \geqslant T$ and every $i$ such that $v_{i, t}=1$. This implies $\left|q_{i, t}\right|<\delta$, that is, a necessary condition for the
valve between the $i$-th and the $(i+1)$-th vessel to be open at time $t \geqslant T$ is that $\left|w_{i+1, t}-w_{i, t}\right|<\delta$. Consider now the $n$ open intervals

$$
(m, m+\delta),(m+\delta, m+2 \delta), \cdots,(m+(n-1) \delta, M)
$$

each of width $\delta$. By the pigeonhole principle, at least one of them contains no $w_{i, T}$ 's, for any $i \in I$ (indeed, recall that $w_{i, T} \geqslant M_{T} \geqslant M$ and $\left.w_{i, T} \leqslant m_{T} \leqslant m\right)$. In other words, we can find a partition $I_{1} \cup I_{2}=I$, with $I_{1}$ and $I_{2}$ both non-empty, and a threshold value $\lambda$ such that $w_{i, T} \leqslant \lambda$ for every $i \in I_{1}$, and $w_{i, T} \geqslant \lambda+\delta$ for every $i \in I_{2}$. Hence, at time $T$, only valves between entries of $w_{t}$ whose indices belong to the same $I_{k}$ can be open. It is now easy to prove by induction on $t \geqslant T$ the following facts:

- $\max _{i \in I_{1}}\left\{w_{i, t}\right\} \leqslant \lambda$,
- $\min _{i \in I_{2}}\left\{w_{i, t}\right\} \geqslant \lambda+\delta$,
- $v_{i, t}=0$ whenever $i$ and $i+1$ belong to two different classes of the partition.

Since $I_{1}$ and $I_{2}$ are non-empty, there must be at least two distinct indices $i^{\prime} \in I_{1}$ and $i^{\prime \prime} \in I_{2}$ such that $i^{\prime}+1 \in$ $I_{2}$ and $i^{\prime \prime}+1 \in I_{1}$ (where indices are taken modulo $n$ ). It follows that the $i^{\prime}$-th and $i^{\prime \prime}$-th valve are never open for $t \geqslant T$, and this contradicts the hypothesis that $\left|V_{i}\right|<\infty$ for at most one choice of $i$.

This solves the Communicating Vessels problem.
Corollary 4 Under the hypotheses of Lemma 3, for every $i \in I$,

$$
\lim _{t \rightarrow \infty} w_{i, t}=\frac{\ell}{\sqrt{n}}=\frac{\sum_{j=1}^{n} w_{j, 0}}{n} .
$$

Proof. By Lemma 3, since $m_{t} \leqslant w_{i, t} \leqslant M_{t}$, all the limits coincide. Moreover, the sum of the $w_{i, t}$ 's does not depend on $t$; hence their average, taken at any time, must be equal to the joint limit.

Let us return to the Mutual Visibility problem, to prove our final lemma.

Lemma 5 If, at every turn, each robot makes a default move (cf. Figure 1(b)) or stays still, and no new robots become external or terminate, then all robots' locations converge to the same limit point.

Proof. As discussed at the beginning of Section 3.3, this is equivalent to saying that, in the Communicating Vessels setting, all the $n$ sequences $\left(w_{i, t}\right)_{t \geqslant 0}$ vanish. Recall that $w_{i, 0}=\alpha_{i, j, 0}-\alpha_{i-1, j, 0}$, hence $\sum_{i=1}^{n} w_{i, 0}=0$. Our claim follows then from Corollary 4.

We are now ready to prove our main theorem.

## Theorem 6 Algorithm 1 solves Mutual Visibility.

Proof. If the initial convex hull is a line segment, it becomes a non-degenerate polygon as soon as one of the endpoints is activated. It is also easy to observe (cf. Figure 2) that, from this configuration, the convex hull may never become a line segment. So the invariants discussed in Section 3.2 apply, possibly after a few initial turns: no two robots will ever collide, and the set of external robots will never decrease.

Assume by contradiction that Mutual Visibility is not solved, hence the execution never terminates, and therefore the set of external robots reaches a maximum $\mathcal{E} \subsetneq \mathcal{R}$, say, at time $T \in \mathbb{N}$. If there is only one internal robot, it becomes external as soon as it is activated, due to line 20 of the algorithm, contradicting the maximality of $\mathcal{E}$. Therefore there are at least two internal robots at every time $t \geqslant T$. On the other hand, if an external robot makes a non-default move at any time $t \geqslant T$, a new robot becomes external at time $t+1$. Indeed, referring to Figure 1(a), the line $u v$ passes through $p(t+1)$ and $c(t+1)$, and no robot lies above this line at time $t+1$. Hence $c$ has become a new external robot, which again contradicts the maximality of $\mathcal{E}$.
As a consequence, only default moves are made after time $T$, and by Lemma 5 the robots converge to the same limit point. But since there are at least two internal robots, this means that at least one of them has to move, implying that it becomes external at some point (by the above assumption, only external robots can move), a contradiction.

## 4 Related problems and alternative models

We briefly discuss the Mutual Visibility problem in different robot models, and some applications of Algorithm 1 to related problems.
Forming a convex configuration. As already observed, Algorithm 1 also solves the Convex Formation problem, where the robots have to terminate in a strictly convex position. Moreover, no robot ever crosses the perimeter of the initial convex hull unless, of course, all the robots are initially collinear.
Near gathering. If lines $3,4,19,20$ are removed from Algorithm 1, it solves the Near-Gathering problem, even with no knowledge of $n$. Indeed, if there is only one internal robot, either it will become external, or the other robots will converge to its location. If $n$ is known, the robots can also terminate when they get close enough.
Unreliable moves. Suppose that an adversary has the ability to stop any robot during its Move phase, before it reaches the computed destination, but after it has moved by at least $\delta$ towards it. By including $\delta$ in our computations in Section 3.3, we can prove that

Algorithm 1 solves Mutual Visibility, Convex Formation and Near-Gathering in this model, too.
Fault tolerance. Observe that Lemma 3 requires only $n-1$ valves to be opened infinitely often, as opposed to $n$. This implies that, if the robots do not terminate, they converge to a point even if one robot is unable to move. Therefore, in the presence of one faulty robot, Algorithm 1 still solves Near-Gathering (if two robots are faulty, Near-Gathering is unsolvable). Similarly, Mutual Visibility and Convex Formation are solved in the presence of a faulty robot, provided that it is located on the boundary of the convex hull.
Sequential scheduler. If the scheduler is sequential, i.e., it activates only one robot at a time, there is a simple algorithm to solve Mutual Visibility, even with no knowledge of $n$, and even if two robots are faulty. When a robot is activated, it just moves by a small amount, without crossing or landing on any line that passes through two robots that it can currently see (including itself), and then it immediately terminates.
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