
A Visionary, a Giant

• Gottfried-Wilhelm Leibniz (1646-1716)

Among his many contributions, e.g. the invention
of the Infinitesimal Calculus in parallel with
Isaac Newton, he imagined and wrote about the
possibility of mechanizing reasoning

“It is unworthy of excellent men to lose hours like slaves in the labor
of calculation which could safely be relegated to anyone else if machines
were used ... For if praise is given to the men who have determined the
number of regular solids ... how much better will it be to bring under
mathematical laws human reasoning, which is the most excellent and

useful thing we have.”

• Here we find the seed of Computing and Artificial Intelligence!
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• Some tried to prove theorems of Geometry by means of
computer

Again, heuristics become crucial

• Symbolic approaches to machine intelligence were considered
promising

• Parallel advances in understanding neuronal activity in the
brain (unveiled by Santiago Ramon y Cajal around 1890)
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• McCulloch and Pitts propose a computational/algorithmic
model for neural networks (1943)

• Late 40s, early 50s: Advances at MIT with network-like
algorithms

• Frank Rosenblatt (1957) proposes
the perceptron

The artificial neuron has the following characteristics:

A neuron is a mathematical function modeled on the working of biological neurons

It is an elementary unit in an artificial neural network

One or more inputs are separately weighted

Inputs are summed and passed through a nonlinear function to produce output

Every neuron holds an internal state called activation signal

Each connection link carries information about the input signal

Every neuron is connected to another neuron via connection link

In the next section, let us talk about perceptrons.

Perceptron 

Perceptron was introduced by Frank Rosenblatt in 1957. He proposed a Perceptron learning rule

based on the original MCP neuron. A Perceptron is an algorithm for supervised learning of binary

classifiers. This algorithm enables neurons to learn and processes elements in the training set one at a

time.

Types of Perceptron:

Single layer: Single layer perceptron can learn only linearly separable patterns.

Multilayer: Multilayer perceptrons can learn about two or more layers having a greater processing

power.

One chooses the functions, and
“learns” their weights (parameters)

Taken from: “What is Perceptron”

• A (very simple) modern neural network (NN)

Inputs on the LHS, one
output gate on the RHS, with
an intermediate layer of gates

The functions (their
parameters) at gates
h1, . . . , o are learnt from data
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https://www.simplilearn.com/tutorials/deep-learning-tutorial/perceptron

