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Linear Equations

A system of linear equations, e.g.
2x, +4x, =2
4x, +11x, =1

can be written 1n matrix form:

2 4 x
4 11

Xy

or in general:

Ax=b




Vectors

c.g X =

The length or the norm of a vector is

e.g.

X

X

= X XX

=22 +3*+5% =38




Vector Arithmetic

Vector addition

U \% _l/t +V—
1 1 1 1
U-+y= +

U, tv,

Multiplication by scalar

ou=uao




Dot Product (inner product)

a-b=ab=[2 3 5]

=2-44+3-(-3)+5-2=9

a-b=a'b=ab +a,b,+---+ab



Linear Independence

* A set of vectors is linear dependant if one of
the vectors can be expressed as a linear
combination of the other vectors.

V=, + 0 Ve O WV, T T ALY,

* A set of vectors is linearly independent if
none of the vectors can be expressed as a
linear combination of the other vectors.



Vectors and Points

Two points 1n a Cartesian coordinate system define a vector
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A point can also be represented as a vector, defined by the point
and the origin (0,0).
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Note: point and vector are different; vectors do not have positions



Matrix

A matrix 1s an mxn array of numbers.

Example:

all

a21

a12

a22

aln_

a;zn :[aij]
amn_

5 4
3 9
10 11




Matrix Arithmetic

Matrix addition

Aan T B mxn — Lazj + szJ

mxn

Matrix multiplication
n
A B =C Cl-]- — Zaikbkj
k=1

mxXn-— nxp mxp

Matrix transpose

(A+B) =A"+B" (AB) =B"A’



Matrix multiplication is not commutative

Example:

AB # BA
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Symmetric Matrix

We say matrix A 1s symmetric if

A'=A
Example: - ~
2 4
A=

A symmetric matrix has to be a square matrix



Inverse of matrix

If A is a square matrix, the inverse of A, written A-! satisfies:

AA =] A'A=1

Where I, the 1dentity matrix, 1s a diagonal matrix with all 1’s
on the diagonal.

S = O
—_ O O




Trace of Matrix

The trace of a matrix:

Tr(A) = Zn:aii
i=1



Orthogonal Matrix

A matrix A 1s orthogonal if

A'A=

Example:

[ or

cos @

—sin @

AT — A—l

sin @

cos @



Matrix Transformation

A matrix-vector multiplication transforms one vector to another

Aan nXx1 — bmxl
Example:
2 5] _ [41]
3
3 1 =116
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Coordinate Rotation

rycosg

I'x= TIxCOSQ+ IySIng

Iy'= —I'x SINQ + I'y COSY

r,| | cos¢ sing ||,
r, | —sing cos¢ 7,




Eigenvalue and Eigenvector

We say that x 1s an eigenvector of a square matrix A if

Ax = Ax
A is called eigenvalue and X is called eigenvector.

The transformation defined by A changes only the
magnitude of the vector X

Example:

I s A P e A

1 2
5 and 2 are eigenvalues, and H and {_J are elgenvectors.



Properties of Eigen Vectors

 If &, n,...., A, are distinct eigenvalues of a
matrix, then the corresponding eigenvectors
e.e,.....e, are linearly independent.

* Areal, symmetric matrix has real eigenvalues
with eigenvectors that can be chosen to be

orthonormal.



Least Square

When m>n for an m-by-n matrix A, Ax = b has no solution.

In this case, we look for an approximate solution.
We look for vector X such that

Ax—b/’
1s as small as possible.

This 1s the least square solution.



Least Square

Least square solution of linear system of equations
Ax=0b
Normal equation: A’ Ax = AT)

Al A is square and symmetric

The Least Square solution X = (ATA)_1 A'b

makes HA)_C —bH2 minimal.



Least Square Fitting of a Line

Line equations:

c+dx, =y, ok )
c+dx,=y, 1 ox [e] |y,
E L Lz}: 3
J/ - c+dx, =y, 1 x, Vi _
X
Ax=y

The best solution c, d is the one that minimizes:

E*=|y—Ax"=(y,—c—dx)* +---+(y —c—dx ).



Least Square Fitting - Example

Problem: find the line that best fit these three points:
P1=(-1,1), P2=(1,1), P3=(2,3)

+ Y Solution:
c—d=1 1 —1] 1

C
c+d=1 or 1 1 {}:

J/ c+2d=3 1 2
3 2

1
1
| 3
c 5
X: ATAX — ATb 18 |:2 6:||:d:| = |:6:|

The solutionis ¢ =2,d =2 and best line is 2 + %x =y
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SVD: Singular Value Decomposition

An mxn matrix A can be decomposed into:
A=UDV’

U 1s mxm, V 1s nxn, both of them have orthogonal columns:
U'v=1 V'v=l]

D 1s an mxn diagonal matrix.

Example:
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