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Abstract. The main problem for the design of dictionary machines on coarse grained hypercube multiprocessors,
in comparison to the widely studied dictionary problem for fine grained hypercube multiprocessors, is that due
to unequal distribution of the inserted and deleted records, the sizes of the sets stored at the individual
processors may vary considerably. This problem, which is usually referred to as the load balancing problem, may
lead to considerable degradation of the dictionary machine’s performance. In this note we show that the load
balancing problem for coarse grained hypercube dictionary machines can be solved with provable bounds on the
sizes of the data sets, and with only little computational overhead.
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1. Introduction

We present a solution to the load balancing problem arising in the design of dictionary
machines for coarse grained hypercube multiprocessors.

The use of parallel architectures for implementing dictionary machines has been widely
studied in the literature. Some authors design specialized architectures (e.g. [1,2,3,6,11,12])
while others use existing and widely available processor networks (e.g. [4,5,10,13]. Particular
attention has been given to the problem of designing dictionary machines for hypercube
multiprocessors [5,10,13]. A common feature of the presented solutions is that the records
currently stored in the dictionary are stored in sorted order according to a pre-defined sequence
of processors (called e.g. “snake” and “sorted chain” in [5] and [10], respectively). This sorted
order is used to detect and avoid redundant deletions and duplicate insertions, respectively. The
presented methods assume fine grained hypercube multiprocessors; i.e. every processor stores
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at most one record. In practice, one would often like to use coarse grained hypercube
multiprocessors; that is, one would like to store a set of records at each processor. For the
above methods, the snake (or sorted chain) of records would be replaced by a sorted sequence
of sets of records (each of them usually represented as a balanced search tree). The main
additional problem arising here, which is commonly referred to as the load balancing problem, is
that due to unequal distribution of the inserted and deleted records, the sizes of the sets may
vary considerably. This may lead to considerable degradation of the dictionary machine’s
performance.

In [10] it is noted that one way of solving the problem is a periodic “shut down” of the
dictionary machine followed by a global rebalancing phase (which is obviously not very
desirable) and that “local balancing on the fly is considerable more difficult”. They sketch a
heuristic for shifting records between processors with unbalanced data sets, but do not give any
performance guaranties.

In this note we show that the load balancing problem for coarse grained hypercube
dictionary machines can be solved with provable bounds on the sizes of the data sets and with
only little computational overhead. We present our result for the dictionary machine described
in [5]; it can however be easily adapted to the solutions shown in [10] and [13].

2. Balancing sequences of 2-3 trees for coarse grained hypercube dictionary machines

The hypercube dictionary machine presented in [5] consists of two structures, a snake and a
broadcast net which are both embedded into a d-dimensional hypercube (with p =2¢
processors) and operate on it simultaneously. The operations insert, delete, find-min, and
extract-min are handled by the snake, while search operations are handled by the broadcast net
(see [4,5] for more details). The snake, which is basically a systolic priority queue [8], is
embedded into the hypercube as shown in Fig. 1a and 1b (note that, in order to detect/avoid
redundant deletions/duplicate insertions, the data elements are stored in sorted order with
respect to the snake).
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Fig. 1. a. Local structure of the snake in each 4-dimensional subcube. b. Global structure of the snake in a
7-dimensional hypercube.
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Fig. 2. A snake of processors each storing a 2-3 tree.

Let us now consider the coarse grained case, n > O( p), where »n is the number of data items
stored in the dictionary. For the remainder we will assume that n > 2 p d. As indicated above,
each processor will now store a set of data items as a balanced search tree; here, we will use 2-3
trees. Let us assume that at the beginning the global data structure is balanced, i.e. each
processor stores the same number of entries. Note that these sets are sorted with respect to the
snake ordering (i.e. all items in processor P; are smaller than all items in P, if P, is a
predecessor of P;).

The load balancing problem now consists of keeping the sizes of the different search trees
balanced while insertions and deletions into/from the data sets occur. In addition to having to
shift around data items, a major problem is for the processors to determine whether they are
unbalanced and to compute their correct size. Note that, since we allow duplicate insertions
and redundant deletions, and because of the communication delay, it is impossible for each
processor even to know, at any point in time, the total number of records currently stored in
the dictionary.

Our approach to solving this problem is to compute at every processor approximate values
-of the current total number of records as well as the number of records to be shifted to the
neighbors. We will ensure, however, that this information is precise enough to guarantee that
the sizes of two arbitrary trees differ by at most O(log p + log m), where m is the size of the
largest tree in the dictionary machine. This, in turn, guarantees that the depths of two arbitrary
trees differ by at most O(1).

The general structure of our approach is as follows: Assuming that the sizes of two trees
differ by at most O(log p + log m), we present an O(log p + log m) time hypercube algorithm
to rebalance the trees to equal size (if the trees where not changed during this period). If this
algorithm is concurrently executed with the general dictionary machine algorithm, then after
O(log p + log m) steps the dictionary machine algorithm can only create O(log p + log m)
imbalance between two arbitrary trees. Thus, if our rebalancing algorithm is always restarted
immediately after its termination, the sizes of two trees will never differ by more than
O(log p + log m).

In the remainder, we will outline our O(log p +logm) time rebalancing algorithm. It
consists of two phases: approximate counting and shifting subtrees. In our model, one exchange
of an O(1) length message between two neighboring processors takes time O(1), and we account
for communication as well as for local processing time.

3. Approximate counting

We assume that during the entire dictionary machine operation, every processor keeps a
counter of the current size of its local tree. At the beginning of the first phase, every processor
creates a copy (o) of that counter, and then for every processor p the following three numbers
are computed: ‘

n: the sum of the sizes (o) of all trees
n, the sum of the sizes (o) of all preceding trees (with respect to the snake), and
n,: the sum of the sizes (o) of all succeeding trees (with respect to the snake).
We observe that, except for the 4-dimensional subcubes, the processor numbers of the

processors in the snake sequence increase monotonically (see Fig. 1b). Therefore, the above



78 F. Dehne, M. Gastaldo / The load balancing problem

operation is essentially equivalent to a partial sum operation (see [7] for more details) and can
hence be executed in time O(log p).

4. Shifting subtrees

With the above information, every processor determines the number s < O(log p + log m) of
records it has to shift to the left or right, and from our initial assumption it follows that its tree
contains at least s records. What remains to be shown is how to shift these records in time
O(log p + log m) while maintaining the 2-3 tree structures at all processors.

Clearly, if we would shift every record individually and insert it into the neighboring tree,
the required time would be O((log p + log m) log m); i.e. it would be a factor of O(log m) too
slow. We will therefore proceed as follows:

Assume that a processor P; has to send s < O(log p + log m) records to its left neighbor and
receive r < O(log p + log m) records from its right neighbor (in the snake):

(1) Processor P, cuts the s smallest records from its 2-3 tree T, rebuilds these s records into a

2-3 tree T’, and rebuilds the remainder into a valid 2-3 tree T'”. It then sends the 2-3 tree
T’ to its left neighbor.

(2) Processor P, receives a 2-3 tree T’ of size r from its right neighbor and merges it with its

tree T” into a new 2-3 tree.

An example for the cutting and rebuilding operation referred to in Step 1 is given in Fig. 3.
We assume that at every node of the 2-3 tree we store, in addition to the minimum values of the
middle and right subtree, also the minimum of the left subtree, the maximum of the right
subtree, as well as the total number of leaves in all (at most three) subtrees. First, we navigate
from the root down the tree to the s + 1st leaf (leaf number 10 in Fig. 3). Then we rebuild both
trees, T’ and T”, in a bottom-up fashion similar to the standard insertion and deletion
procedure for 2-3 trees. Note that at each level, only a constant number of links and nodes need
to be shifted across the border of the two trees (or copies of nodes need to be created).

Summarizing we obtain that, assuming that the sizes of the subtrees differ by at most
O(log p + log m), the sequence of subtrees can be rebalanced in time O(log p + log m). Note
that, since the cutting and rebuilding operations (without transmission of the subtrees) can be
executed in the same time as insertions or deletions into/from the 2-3 trees, problems with
concurrent insertions and deletions are avoided.

Fig. 3. An example for cutting and rebuilding 2-3 trees.
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5. Conclusion

In this note we have shown that the load balancing problem for coarse grained hypercube
dictionary machines can be solved with provable bounds on the sizes of the data sets and with
only little computational overhead. Assuming that the sizes of two data sets differ by at most
O(log p + log m), we presented an O(log p + log m) time hypercube algorithm for rebalancing
the sets to equal size (if they where not changed during this period). If this algorithm is
concurrently executed with the general dictionary machine algorithm, then after O(log p +
log m) steps the dictionary machine algorithm can only create O(log p + log m) imbalance
between two arbitrary data sets. Thus, if our rebalancing algorithm is always restarted
immediately after its termination, the sizes of two data sets will never differ by more than

O(logp + log m).
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