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Abstract. We describe an algorithm for the FEEDBACK VERTEX SET
problem on undirected graphs, parameterized by the size k of the feed-
back vertex set, that runs in time O(c*n®) where ¢ = 10.567 and n is the
number of vertices in the graph. The best previous algorithms were based
on the method of bounded search trees, branching on short cycles. The
best previous running time of an FPT algorithm for this problem, due to
Raman, Saurabh and Subramanian, has a parameter function of the form
90 (klogk/loglog k) WWhether an exponentially linear in k& FPT algorithm
for this problem is possible has been previously noted as a significant
challenge. Our algorithm is based on the new FPT technique of iterative
compression. Our result holds for a more general “annotated” form of the
problem, where a subset of the vertices may be marked as not to belong
to the feedback set. We also establish “exponential optimality” for our
algorithm by proving that no FPT algorithm with a parameter function
of the form 0(2"('“)) is possible, unless there is an unlikely collapse of
parameterized complexity classes, namely FPT = M[1].

1 Introduction

The FEEDBACK VERTEX SET problem for undirected graphs can be informally
described as the problem of finding a set of vertices that “covers all the cycles”
in a graph in the sense that every cycle in the graph includes at least one vertex
of a solution set. We consider here a generalization of the problem, where the
vertices of the input graph may be annotated according to whether or not they
are allowed to belong to a solution set. This generalized form of the problem is
formally defined as follows:
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FEEDBACK VERTEX SET (FVS)

Instance:  An undirected graph G = (V, E)
(loops and multiple edges are allowed),
an annotated subset U C V of vertices,
and a positive integer k.
Parameter: k
Question: Is there a subset S of the vertices not in U, S CV — U,
of size at most k, |S| < k, such that G — S is acyclic?

The FEEDBACK VERTEX SET problem is NP-complete for both directed
and undirected graphs [GJ79]. There are numerous applications of the prob-
lem in areas such as circuit testing, deadlock resolution, analyzing manufactur-
ing processes and computational biology [BGNR98, ENSS98, FHS03, FHPSS04,
KW090]. The minimization version of the problem is approximable within a factor
of 2 in polynomial time [BBF99].

The FVS problem has been extensively studied from the parameterized point

of view [BBG00, Bod94, DF92, DF99, KPS04, RSS02, RSS05]. A parameterized
problem is said to be fized-parameter tractable (FPT) if it can be solved in time
f(k)ne for some function f (unrestricted), where n is the total input size, k is the
declared parameter and c is a constant independent of k£ and n. This running time
may be written as O*(f(k)) in the notation introduced by Woeginger [Woe03]
that focuses attention on the exponential time costs due to the parameter and
ignores the polynomial time costs due to the overall input size. Highlights of
previous research on the FVS problem in the parameterized framework include:
e A randomized FPT algorithm due to Becker et al. [BBGOO] running in time
O*(4%) finds a minimum feedback vertex set of size k with probability at least
1—(1- 4”“)C4k for an arbitrary constant c.
e After several rounds of improvement, the best previous deterministic FPT
algorithm, due to Raman, Saurabh and Subramanian [RSSO05], refining some
ideas from [RSS02] and [KPS04], has a running time of O*(20(klek/1glgk)) The
basic idea for this and most previous algorithms is to branch on short cycles in a
bounded search tree approach. See [DF99, Nie02, Nie05] for surveys of this and
other FPT techniques.

A number of problems concerning FVS have notably remained open:

(1) TIs there an O*(2°)) FPT algorithm for FVS on undirected graphs?

(2) Is there a polynomial-time algorithm that kernelizes FVS on undirected
graphs to a kernel of size polynomial in k? See [DF99, Nie02, Nie05] for a dis-
cussion of kernelization and FPT.

(3) Is the FVS problem in FPT for directed graphs?

In this paper we answer the first of these significant open problems by
an approach based on the relatively new technique of iterative compression
[RSV04, DFRS04, Ma04, GGHNWO05]. As we prepare the final version of this
paper, we have become aware that independently a solution to (1) has been de-
scribed by Guo, et al. [GGHNWO05], also based on iterative compression. Our
algorithm differs in some details, and has a run time analysis that is superior to
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the apparently slightly earlier solution to question (1) described in the upcoming
conference paper [GGHNWO5].

In the next section we provide a brief discussion of the iterative compression
technique and its application to the FVS problem. In §3 we describe our FPT
algorithm for the solution-compression form of the FVS problem. In §4 we prove
an “optimality” result for our algorithm (giving a lower bound on the possibility
of further qualitative improvements). In §5 we conclude with a review of open
problems.

2 Iterative Compression Applied to FVS

The FPT technique of iterative compression seems first to have appeared in an
FPT algorithm devised by Reed, Smith and Vetta for the problem of deleting &
vertices to render a graph bipartite [RSV04]. The approach was articulated as
a general FPT design technique in [DFRS04]. Some applications of the method
can be found in [RSV04, DFRS04, Ma04, GGHNWO05].

Here we use this approach to solve the FVS decision problem by recursively
solving the following constructive solution-compression form of the problem:

SoLUTION COMPRESSION FOR FEEDBACK VERTEX SET
Instance:  An undirected graph G = (V, E)

(loops and multiple edges are allowed),
an annotated subset U C V of vertices,
a solution set S CV — U such that G — S is acyclic,
where |S| =k + 1.
Parameter: k
Output:  Either: (1) a solution set S’ of size k, or
(2) NO (i.e., no solution of size k is possible).

We employ an FPT algorithm for the above compression form of the FVS
problem in the following way. We recursively solve a constructive form of the
problem of deciding whether a graph G = (V| E) admits a feedback vertex set
of size k with vertices to be chosen from V' — U. In this constructive form of the
decision problem we are required either to produce a solution of size k, if one
exists, or to return NO otherwise.

Given an instance (G = (V, E),U C V,k), we recursively address the con-
structive decision problem for the instance (G — v, U, k) where v is an arbitrarily
chosen vertex in V — U. If this recursive call on G — v returns NO, that is, no
k-vertex solution for G — v is possible, then clearly the correct answer for G is
NO as well.

Alternatively, if the recursive call on the instance (G — v, U, k) returns a k-
element solution S C V — U, then S U {v} is a solution of size k + 1 for G. We
now employ as a subroutine the FPT algorithm for the solution compression
problem. If f(k)n® is the running time for SOLUTION COMPRESSION FOR FV'S,
then our recursive solution to the constructive decision problem runs in time
f(k)nctt where n is the number of vertices in the graph G.
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3 An FPT Algorithm for FVS Solution Compression

We will use the following reduction rules that can be easily applied to simplify
(or summarily decide) an instance of the problem. Recall that some vertices (the
vertices in U in the problem definition) may be annotated as not to belong to a
solution set.

Rule 1: The Degree One Rule. If v is a vertex (annotated or not) of degree
1 in G, then delete v and adjust the rest of the input data accordingly.

Rule 2: The Degree Two Rule. If v is a vertex (annotated or not) of degree
2 in G, with neighbors a and b (allowing possibly a = b), then modify G by
replacing v and its two incident edges with a single edge between a and b (or a
loop on a = b) and adjust the rest of the input data accordingly.

Rule 3: Annotation Contraction. If u and v are adjacent annotated vertices
(that is, u,v € U) then contract one of the edges between v and v and adjust
the rest of the input data accordingly.

Rule 4: The Loop Rules. If there is a loop on an annotated vertex v then
answer NO. If there is a loop on an unannotated vertex v € V' — U then take v
into the solution set, and reduce to the instance (G — v, U, k — 1).

Rule 5: Multiedge Reduction. If there are more than two edges between u
and v (annotated or not) then delete all but two of these.

Rule 6: Multiedge Selection. If there is an annotated vertex u that is con-
nected by two edges to an unannotated vertex v, then take v into the solution
set, that is, reduce to the instance (G — v, U, k — 1).

The soundness of all these reduction rules is self-evident. In time O(n) we
can determine if any of the above reduction rules can be applied to a problem in-
stance. Note that applications of the rules may cascade. We say that an instance
is reduced if none of the reduction rules can be applied.

Note that if we reduce an instance (G, U, k) to an instance (G',U’, k") by a
series of applications of the above reduction rules, then given a solution S’ of
size k' for G’, we can in time O(n) recover a solution S of size k for G. We will
always assume that the instance we are working with is reduced.
Algorithm for Solution Compression for FVS
Input: A reduced instance (G = (V, E),U C V, k), and a solution S CV — U of
size k + 1.
Output: Either a solution of size at most k, or NO if none exists.
Step 1: Branch on all 2¥*! — 1 subsets of S of size at most k. The branch
corresponding to a subset A C S represents the search for a size k solution S’
that includes the vertices of A, that is, A C S’, and that does not include any
of the vertices of S — A = A’.

Thus, in the instance (G',U’, k') that represents this branch of Step 1:
(1) the vertices of A are deleted,
(2) the vertices of A’ are annotated,
(3) k¥ =k — 4|, and
(4) the instance is further reduced according to Reduction Rules (1-6).
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We will argue below that for the reduced instance (G' = (V', E’),U’, k)
considered on any of the branches of Step 1, we have either:
(i) [V =U'| < 4k, or
(ii) we can immediately determine that the answer is NO.

Step 2: On each branch of Step 1, exhaustively analyze the resulting reduced
instance by checking each k’-element subset of the unannotated vertices to see
if any provides a solution.

Step 2 requires checking at most (4kk) subsets. A simple bound on the running
time of our algorithm is O(ckn?) where ¢ = 18.963, since

<4:> ~ (9.4815)F

A morerefined version of our algorithm, detailed in §3.3, runs in time O*(10.567%).

3.1 The Reduced Instance Bound for Step 1

The correctness of the algorithm is obvious because of its extreme simplicity.
What is less obvious is the claimed bound of 4k on the number of unannotated
vertices in the reduced instance generated on a branch of Step 1 that need to be
considered further.

Let AC S and A’ =5 — A as in the description of Step 1. The immediate
instance graph G’ on the A-branch of Step 1 consists of two sets of vertices:
(1) The (now) annotated vertices of A’, where we have the bound |A’| < k + 1.
(2) The other vertices, which we denote F'. Some of these may be annotated.

This immediate branch instance is further reduced, and this reduction process
may result in some modification of the above picture. For example, connected
components of the subgraph generated by A’ would be contracted to a single
vertex, by repeated applications of Rule 3. To simplify the argument, we will
assume that the immediate branch instance is already reduced so that our de-
scription of the vertices of G’ as partitioned into A’ and F is accurate (these sets
would be modified by further reduction, but a bipartition with the same prop-
erties we make use of below would result in any case). The following structural
claims hold.

Lemma 1. The subgraph (F') induced by F is acyclic.
Proof. Otherwise S would not be a solution for G.

Henceforth we may use F (for convenience) to denote also the forest induced
by the vertices in the vertex set F'.

Lemma 2. Fach leafl of the forest F' is adjacent to at least two distinct vertices
in A’

Proof. In view of Lemma 1 and Reduction Rules 1 and 2, there must be at least
two edges connecting [ to vertices in A’. Reduction Rule 6 would apply if [ were
connected to only one vertex of A’.
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The vertices in the forest F' can be partitioned into three sets. Let L denote
the leaves of F, let J be the vertices that have degree 2 in the forest subgraph
(F). We will refer to the vertices of J as the subdivision vertices of F. Let B, the
branch vertices of F, be the vertices of degree at least 3 in the subgraph (F).

Lemma 3. Fach vertex j € J is connected to at least one vertex of A’.
Proof. Otherwise, in view of Lemma 1, Reduction Rule 2 would apply.

Definition 1. Let F be a forest with vertex set partitioned into the three sets:
(1) the leaves L, (2) the subdivision vertices J, and (3) the branch vertices B of
F. A path-matching of the J-vertices of F' of size r consists of:

(1) r mutually disjoint 2-element subsets {x;,y;} CJ, 1 <i<r,

(2) for eachi, 1 <i <r, a path p; in F from x; to y;, subject to the requirement
that for i # j, the paths p; and p; are vertex disjoint.

Definition 2. The potential w(F) of the forest F is defined to be the sum of
the number of leaves |L| of F' and the size of a mazimum path-matching of the
J-vertices. (See Figure 1 for an example.)

Fig. 1. A maximum path-matching of the subdivision vertices (“J vertices”) of the
forest F', showing that 7(F) =11+3 =14

Lemma 4. Suppose that for the reduced instance (G',U’ k') with vertex set
partitioned into A’ and F as above we have w(F) > k' 4+ |A’|. Then the answer
for this instance is NO.

Proof. If it were a YES-instance (for k") then there would be a feedback vertex set
S’ consisting of at most k" unannotated vertices. But then there would necessarily
be at least |A’| leaves and J —matching paths p; in F having empty intersection
with S’. Since S’ N A’ = () (because the vertices of A’ are annotated), there are
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at least |A’| virtual edges or virtual loops connecting the vertices of A’ through
F —S'. (For example, if a leaf [ of F is not in S’, then by Lemma 2 it is adjacent
to two vertices a and b in A’, which we consider here as a virtual edge between
a and b. If the path p; in F' from the J-vertex z; to the J-vertex y; does not
contain any vertices in S’, then together with the connections of z; and y; to
the set A’ guaranteed by Lemma 3, we have what can be considered either a
virtual edge between A’ vertices — or a wirtual loop, in case the A’-adjacencies
guaranteed for x; and y; by Lemma 3 connect these vertices to the same vertex
of A’.) Joining the vertices of A’ by |A’| virtual edges or virtual loops necessarily
implies that there is a cycle not including any vertices of S’ that is, that S’ is
not a feedback vertex set, a contradiction.

Lemma 5. For any forest F' on m vertices, n(F) > (m+1)/2.
The proof of Lemma 5 is intricate, and can be found in the full paper.

Lemma 6. If on the branch of Step 1 corresponding to A C S we have a reduced
instance (G',U’, k') where the vertices of G' are partitioned into A’ and F as in
the discussion above, and where |F| > 4k + 1, then this is a NO-instance.

Proof. By Lemma 5, w(F) > 2k + 1. The rest follows by Lemma 4, since |A’| <
k+1and k' <k.

3.2 A More Efficient Version

Lemma 4 shows that there is a simple way to improve the efficiency of our
algorithm. On the branch of Step 1 corresponding to a subset A of the (k + 1)-
sized solution S, we can answer NO if for the reduced instance we have 7(F) >
k' +|A’|. Since k' = k—|A| and |A’| = k+1—|A], and using Lemma 5, the total
bound on the number of possible solutions explored in Steps 1 and 2 is

Zk:(k—;l)(2((k+1—i)2—_(k;—i)—1)—1) :Z’“:(kjlxzxk;fii—l)

=0 =0

o= ()(47)

and suppose f(z, k) is maximized for 2* = (k). Then our sum above is bounded
by (k+1)- f(z*, k+1).
We next work out two estimates z1 (k) and z2(k) such that

Define

z1(k) < z*(k) < z2(k)

and we will therefore have a bound on our sum of

k41 )<4<<k+ 1) —x1<k+1))>

(k+1)- (xQ(kJrl) (k+1)—21(k+1)
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(The reason for the two estimates is that the first part of f(z, k) increases with
x, and the second part decreases with z.)

We study the ratio f(z,k)/f(x + 1, k). The maximizing value z* is located
(essentially) at the point where this ratio is equal to 1. Assuming that k is large,
this ratio is approximately:

f(];(if)k) ~ (Z:) (4)(4/3)°

This yields the estimates:
x1(k) = (27/283)k and
xo(k) = (28/283)k.
Using the bound (based on Stirling’s approximation) that

() < ()

for constants a > b, we obtain the bound on our total cost sum of (k+1)(10.567)".

4 Optimality

Our FPT algorithm for the problem of SOLUTION COMPRESSION FOR FVS
yields, by the approach of §2, an FPT algorithm for the parameterized FEED-
BACK VERTEX SET problem that runs in time O(c*n®) where ¢ = 10.567. In
qualitative terms, we have given an algorithm with a running time of the form
0*(29()). We next show that this is, in a qualitative sense, “optimal” for the
problem.

Theorem 1. There can be no FPT algorithm for FEEDBACK VERTEX SET with
a running time of the form O*(2°F)) unless FPT = M[1].

Proof. Determining whether a graph on n vertices has a vertex cover of size at
most klogn, where the parameter is k, is termed the klogn VERTEX COVER
PROBLEM. This “renormalized” form of the well-known FPT VERTEX COVER
problem is complete for the parameterized complexity class M[1] [DEFPRO03,
CF04]. The theorem follows because there is a linear-size and parameter-preserv-
ing (i.e., k' = k) polynomial-time reduction from VERTEX COVER to FEEDBACK
VERTEX SET, by simply replacing each edge of the VERTEX COVER instance
with a pair of parallel edges. Thus if there were an FPT algorithm for FEEDBACK
VERTEX SET running in time O*(2°(*)) where s is the size of the feedback vertex
set, then we would have an algorithm for the klogn VERTEX COVER PROBLEM
running in time O*(2°(%1°8™)) but as shown in [CJ03], this is an FPT running
time. By the completeness of the klogn VERTEX COVER PROBLEM for M[1] we
would have FPT = M][1].

Remark 1. The consequence FPT = M]1] is highly unlikely, since it is known
that FPT = M][1] if and only if satisfiability of 3SAT instances on n variables
can be decided in time O*(2°("). (See [DEFPR03, CF04] for further information
and discussion.)
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Remark 2. A number of other FPT optimality results have been shown for var-
ious problems [DFR03, CJ03]. A notable example is the parameterized PLANAR
DOMINATING SET problem, for which there is an FPT algorithm with a running
time of O*(2°(V%)) [ABFKNO02]. It has been shown that there can be no FPT

algorithm for this problem with a running time of the form O* (20(‘/E)) unless
FPT = M[1] [CJO3].

5 Open Problems

There are two compelling problems concerning FVS that remain unresolved.

e Is the FEEDBACK VERTEX SET problem for directed graphs in FPT? This is
currently open even for the restriction to planar digraphs.

e Is there a polynomial-time kernelization algorithm for FVS on undirected
graphs that reduces an instance (G, k) to (G',k’) where k' < k and the size
of G’ is bounded by a polynomial in k?

Perhaps an iterative compression approach similar to the one employed in
our main result here might be of use in addressing the FVS problem for digraphs.

The potential practical significance of our algorithm should also be investi-
gated. Our approach to the FVS problem here is a new one. The “flat” parallelism
of Step 1 (where there are many branches of the algorithm created “all at once”,
as contrasted with many branches created by repeated binary branching, as is
more typically the case for FPT algorithms) could conceivably be significant for
highly parallel implementations.

The reduction rules that we have employed are all local and elementary in
character. It could be productive to explore if global “crown type” reduction
rules for the problem might be possible, as has turned out to be usefully the
case for VERTEX COVER [ACFLSS04]. Such reduction rules could be important
for addressing the very natural open problem concerning polynomial-size kernel-
ization. Alternatively, perhaps some new lower bound techniques, such as those
recently developed in [CFKX05], can be used to show that no polynomial-time
polynomial-size many:1 kernelization for FVS is possible.
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