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Motivation

• Tree metrics are favorable from an algorithmic point of view.
• We’d like to approximate any metric with a shortest path tree 

metric, with minimal stretch.
• This method improves the prior bound from O(logn*loglogn) to a 

tight O(logn) distortion factor.
• Very important result by Jittat Fakcharoenphol, Satish Rao, and 

Kunal Talwar from Kasetsart University and UC Berkeley.
• Significant impact on approximation algorithms in numerous 

applications.



Application: Metric Labeling

• Used for image segmentation
• The image is modeled as a grid graph 

where each pixel is a node.
• Edges connect neighboring pixels
• Can optionally include other edges as well

• Edge weights represent dissimilarity 
between pixels

• Objective is to minimize the cost:



Application: Buy-at-Bulk Network Design



Many metric-based problems

• Group Steiner Tree
• Metric Labeling
• Buy-at-Bulk Network Design
• Vehicle Routing
• Metrical Task System
• Min-Sum Clustering
• Distributed Computing
• K-Server Problem
• ...

Such problems become easy with tree metrics.



Tree Metrics

Shortest Paths Metric:
• O(mn) for general graphs

Trees have unique paths.
• Queries take O(logn) time

• Least Common Ancestor
• Path-to-root
• Path Length 
• Path Sums



Approximation by Tree Metrics



Naïve approach: Spanning Tree Metric

D=2, Not bad.
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D=O(n). Terrible.



Auxiliary Tree Metric
• Auxiliary trees allow extra nodes.

• “shortcuts”

• More flexible, but tends to compress distances.
• Stretch calculations lose significance.

1

D<1. Meaningless.



Hierarchal Tree Metric
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• Prevents compression, but edge cases inflate distortion bounds. 
• (e.g. cycles)

• Clever deterministic methods exist for low average stretch
• Key ingredient for further improvement: Randomization



Approximation by Tree Metrics

• Randomized dominating tree metric 
• Introduced by Bartal in 1996, improved in 1998



Tight O(logn) Bound

• In 2004, Fakcharoenphol, Rao, Talwar improved Bartal’s stretch from 
O(lognloglogn) to O(logn)

• They demonstrated that O(logn) is the optimal bound
• Better is impossible unless P=NP



The Algorithm
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Analysis: Hierarchal Decomposition



Analysis: Properties of the Tree Metric



Bounding the Expected Distance



Edge Settlement and Cutting



Defining Contribution



Ordering Vertices



Conditions for Cutting Edge (u, v )



Calculating the Expected Contribution



Bounding the Expected Value



Summing Over All Vertices



Conclusion
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