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Abstract

With theinventionof fastUSBinterfacesandrecentincrease
of computerpowerand deceaseof camea cost, it hasbe-

comevery commonto seea camer on top of a computer
monitor Vision-basedgamesand interfaceshowever are

still notcommongvendespitethe realizationof the benefits
vision could bring: hand-fiee control, multiple-userinter-

action etc. Thereasonfor this lies in the inability to tradk

humanfacesin videoboth preciselyandrobustly. This pa-

per describes facetracking techniquebasedon tracking a

corvex-shapenosefeatuie which resolveghis problem.The
techniquehasbeensuccessfullgppliedto interactivecom-
puter gamesand perceptualuserinterfaces. Theseresults
are presented.

Keywords: HCI, perceptualiserinterfaces facetracking,feature
detectionshaperom shadinggevidencetheory

1 Intr oduction

1.1 Perceptual userinterfaces

We considerthe problemof tracking facesusing a video
camerandfocusourattentiononthedesignof vision-based
perceptuauserinterfaceq20]. Thesearethe systemavhich
useavideocamerdo track users facepositionin 3D in or-
derto corvertit to a positionof a cursoror anothervirtual
objectin 2D screen.They areaimedat providing a hands-
free alternatve to mouse joystick, track pador track ball.
Letuslist afew applicationsof suchsystems.

First, face-tracking-basedrogramcontrol can be seen
asareplacementor anincornvenienttrackstick or trackball
currentlyusedin mary laptops. It canalsobe seenasan
additionalway of interfacingwith a computey which can
be used for example,to switch afocusof attentionin win-
dows ervironment.Our presentiments thatsoonmostlap-
topswill beequippedwith build-in ‘eye’ (camerapbovethe
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screen.This applicationthereforewill beveryuseful.

Second,as mentionedin [3], vision-basedperceptual
user interfacescan be usedto control commercialcom-
putergamesandimmersie 3D worlds. In additionto being
hands-freetheseinterfacesprovide a way for multiple-user
interaction— several userscanbe tracked at the sametime
with severalcameras.

Third, asdescribedy [19], this technologyhasapplica-
tionsin theindustryfor disabled.Userswho have difficulty
usinga standardnousecould manipulatean on-screercur-
sorby moving their head.

Finally, facetracking hasapplicationsin video-coding,
video-conferencingcontent-basedmage retrieval and se-
curity industry

1.2 Previouswork

Thementionedapplicationgequirefacetrackingto befast,
affordableand,mostimportantly preciseandrobust. In par
ticular, the precisionshouldbe sufficientto controla cursor
while the robustnesshouldbe high enoughto allow a user
thecorvenienceandtheflexibility of headmotion.

A few hardware companieshave developedhands-free
mousereplacementsln particular in accessibilitycommu-
nity, severalcompanieslevelopedproductswhich cantrack
aheadbothaccuratelyandreliably. Theseproductshowever
eitherusededicatedsoftwareor usestructuredervironment
(e.g. markingson the users face)to simplify the tracking
process.

At thesameime, recentadvancesn hardware invention
of fastUSB andUSB2interfacesfalling camergprices,and
increaseof computempower broughta lot of attentionto the
real-timefacetracking problemfrom the computervision
community The obtainedvision-basedsolutionsthough
still do not exhibit requiredprecisionand robustness.Let
usreview thesesolutions.

The approacheso vision-basedacetrackingcanbe di-
vided into two classesimage-basednd feature-basedp-
proache$4, 13, 11, 24]. Image-basedpproachesaseglobal
facial cuessuchasskin colour, headgeometryandmotion.



They arerobustto headrotation and scaleand do not re-
quire high quality images. Theseapproachesiowvever lack
precisionandthereforecannotbeusedto controlthecursor
precisely

In orderto achiere preciseand smoothface tracking,
feature-basedpproacheareused[2, 18, 6, 15, 17, 22, 19,
5, 23, 25]. Theseapproachearebasedon trackingindivid-
ual facialfeatures.Thesefeaturescanbetrackedwith pixel
accurag, which allows oneto corverttheir positionsto the
cursorposition. Thedisadwantageof theseapproachehow-
ever is that they usually require expensve high-resolution
cameras.They arealsonot robustto the headmotion, es-
pecially to headrotationandscale. This is the reasonwhy
vision-basedjamesandinterfacesarestill notcommon.

Recentlyit hasbeenshownn that the robustnessof lo-
cal featuretrackingcanbe significantlyimprovedif instead
of commonlyusededge-baseteaturessuchascornersand
edgeof brows,mouthandnostrils,curvature-basetkatures
suchasthetip of thenoseareused[7]. Thisfinding hasset
thebasisfor the NouseUse your Noseasa Mouse'technol-
ogy developedat the NationalResearctCouncil of Canada,
which allows oneto track facesboth robustly andprecisely
with affordableweb-camerasThis paperdescribeshetech-
nology and shawvs how to useit for designinghands-free
nose-operatedamesandinterfaces.

Thepaperis organizedasfollows. Section2 emphasizes
theimportanceof appropriatdeatureselectionfor success-
ful tracking,introducesthe conceptof a corvex-shapefea-
ture and definesthe nosefeature. Section3 describeghe
Nousefacetrackingtechnique The performancevaluation
of thistechniqueandits applicationto interactve gamesand
interfacesareshown in Sectiond. Thelastsectionpresents
the conclusion.

a)

Figure1l: A usermountsa camerato control computerapplica-
tionswith herhead.

2 Tracking and features

In feature-base@pproachegor facetracking, tracking of
a featureis commonlyaccomplishedy meansof template
matchingtechnique which consistsof scanninga window
of interestwith the peepholenaskandcomparingeachthus
obtainedfeaturevectorwith the templatevector[8]. The
peepholemask and the valuesof the templatevector are

learntin advanceanddo notchangeduringthetrackingpro-
cedure.

In orderto achieve robustandprecisetracking,we intro-
ducethefollowing propositions.

Proposition1: Onefeature only shouldbe usedfor thefinal
decisionon the headpositionin video.

This eliminatesthe jitter problem which ariseswhen

trackingseveral featuresdueto the factthat facial features
move independentlyfrom eachother This alsoprovidesa
userwith anintuitive way of controllingwith the headmo-
tion by simply visualizingthe featureasa tip of a joystick
or mouseball.
Proposition2: Thetradkedfeature shouldalwaysbeclearly
visible for all face positionsand expressionsjncluding the
caseswith the uses who wear eygylasses,mustaties or
beads.

It follows from thesepropositionsthat the problemof
robusttrackingis the problemof constructingsuchafeature
templatevector which staysinvariantduring the motion a
usermay exhibit duringthetracking.

2.1 Desiredfeature properties

In imageprocessinga featureis oftenthoughtof asa point
on the object surfacewhich haslarge changeof intensity
gradientin the image. This explainswhy mostcommonly
usedin facetrackingfacial featuresare cornersand edges
of mouth,brows, nostrilsandeye pupils. Theseedge-based
featureshowever createa problemin tracking the objects
which may rotate, sincethesefeaturesare not invariantto
therotationandthe changeof scaleof the object.

In orderto selecta robustfacial feature we usethe pat-
ternrecognitionparadigmof treatingfeatures Accordingto
this paradigma featureis associateavith a vectormadeof
featureattributes. Featureattributescanbe pixel intensities
or they canbethe parametersf geometrigrimitives.In the
caseof template-basedeaturetracking, featureattributes
are the intensity valuesobtainedby centeringa peephole
maskon the positionof thefeature.

For a facialfeatureto be easilyrecognizedandrobustly
tracked it should possesghe uniquenessand robustness
propertiesdefinedasfollows.

The uniquenessproperty statesthat a feature vector
shouldlie as far as possiblefrom other vectorsin multi-
dimensionakpaceof featureattributes. Designatinga vec-
tor obtainedby centeringa peepholemaskon pixel u(z, 5)
asVu, this canbewritten as

p(Vy, Vi) = max. Q)

Therobustnesgproperty, on the otherhand,stateghata
featurevectorshouldnot changemuchduring the tracking
processThatis

p(V;ZO, V]f) — min. 2



Thesetwo propertiesdefinewhat is called the attrac-
tion radiusof thefeature whichis the largestdistancefrom
within which a featureis guaranteedo be correctlyrecog-
nized[10]. Thelargerthe attractionradiusof a feature the
morerobustthefeature.

In addition, we requirea featureto have the continuity
propertywhich is the following. The closerpixel v in an
imageis to the pixel correspondingdo featuref, thesmaller
thedistancdaetween/ectorVu andfeaturevectorl?"f should
be.

Thecontinuitypropertyis veryimportantfor preciseand
smoothtracking,asit allows oneto robustly obtainthe posi-
tion of the featurein animagewith the sub-pixel accurag.
In orderto do this, the evidencetheoryis employed [21],
andtherefinedpositionof the featured is calculatedusing
the evidence-basedonvolutionfilter appliedin thevicinity
Q of thebestmatchpixel u, as

= E w’}uk,

keQ

®3)

whereweightsw’; aresetproportionalto the correlationbe-

tweenvectorV* andthe templatevectorV;. It canbeseen
that, due to the continuity property in the vicinity of the
featuretheseweightsaremonotonicallydecreasingvith the
distanceto the feature,and thus applied corvolution filter
refinesthe positionof thefeature.

Imposingthecontinuitypropertyandusingtheevidence-
basedfilter is similar to the approachtaken in [8] where
the adaptve logic network (ALN) [1] is usedto detecteye
pupils. In thatwork the continuity is achiered by selecting
the outputschemdor learningthe eye featuresandit is the
ALN thatdoesthefiltering.

An exampleof the featurewhich possessethe continu-
ity propertyis shavn in the sections.

2.2 Cornvex-shapefeatures

Definition: Corvex-shapefeaturesare thosepointson the
surfaceof the objectwhich are seenby the camen asthe
pointsof samecurvature during the motionof the object.

It is known from theshape-from-shadintipeory[12] that
for asurfaceof constantalbedatheintensityof pixel u(i, ),
wherea surfacepoint, is projecteds relatedto thegradients
(p, q) of thesurfaceas

1(i, ) = aR(p, q) (4)

whereR is the reflectancemap, which dependsn the po-

sition of the light source the obserer, andthe type of sur

facematerial,anda is aconstanthatdepend®nthesurface
albedoandthe gain of theimagingsystem.For Lambertian
surfaces reflectanceR is proportionalto the cosineof the
angle¢ betweernthe surfacenormalandtheincidentray

I(i, j) ~ acos(9). (6)

Sinceary corvex surface can be approximatedusing the
Taylor seriesasa spherearoundthe surfaceextremum,we
have the following propertiesfor corvex objectsof homo-
geneougolour with curvatureradii muchsmallerthanthe
distanceto thecameraandto thelight source.

Corollary 1: Theintensityvaluesaroundthe extremumof a
convex curvature stayinvariant during rotationsof the sur
face

Corollary 2: In theimage of a corvex surfacethe inten-
sity valueof a pixel I(4, §) is a continuousfunctionof pixel
coordinates(s, 7).

Firstcorollaryassertshatcorvex-shapdeaturepossess
the robustnesgroperty while from the secondcorollary it
follows that corvex-shapefeaturesalso possesghe conti-
nuity property provided that featureattributesare madeof
pixel intensitiesaroundthe feature.

As for the uniquenesgroperty corvex-shapefeatures
cannotbeassumedo haveit. Thereforeextrameasurebhave
to beundertalento facilitatetheir recognition suchasusing
globalimage-basedues(seee.g.[16]).

% ;

Figure2: The noseseenby a camera:systemof coordinatega),
theintensityvaluesaroundthe nosetip (b).

a)

2.3 Nosefeature

Fortunatelyfor humansa humanfacehasa salientcorvex-

shapefeature which is thetip of the nose(seeFigure2.2).

Definition: Nosefeatue is definedasthe point on the nose
surfacethatis the closestto thecamea.

Dueto the symmetryandthe corvex shapeof the nose,
thenosefeatureis alwaysvisible in the cameraandit stays
almostthe sameduring the rotationsof the head. It also
doesnot changemuchwith headmoving towardsandfrom
the camera. Thus, the nosetip definedabove canalways
be located,which is a very importantpropertyof the nose
which doesnot hold for ary otherfacialfeature. It givesa
usertheflexibility andconvenienceof headmotions.

It shouldbenotedthatthenosefeature definedasabove,
is not associatedvith a particularpoint on a nose. Instead,
it is associatedvith the extremum of the nosecurvature,
which moveson the nosesurface. The smoothnessf the
nosefeaturemotionon theimageplaneis guaranteetby the
continuity propertyof corvex-shapedeatures.

As follows from the previous section the intensity pat-
ternaroundthe tip of the noseis not affectedmuchby the



orientationof the noseandthe distancerom thenoseto the
camera.This helpsin selectingthe featureattributesto be
usedin designingthe nosefeaturetemplate. In particular
it follows from the above thatthe nosetemplatevectorcan
be madeby usingthe gray intensitiesaroundthe extremum
of the nosesurface. The size of the templatevectoris cho-
sensothatit preseresthe informationaboutthe spherical
surfacearoundthetip of thenose.
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Figure3: Nouseuserinterfaceat theinitialization stage.

3 The Nousetechnology

Nousestandsfor “Use your noseas a mouse” andis the
nameof the technologywhich allows one to operatethe
computerwith the motion of his/hernose.The Nousetech-
nologyis basedntheprinciplesanddefinitionsmadein the
previoussection.It consistof two stagesinitialization and
tracking.

3.1

The following setupis necessaryor operatinga computer
with the Nousefacetrackingtechnology A usersits com-
fortablyin front of thecomputemonitor, ontop of whichis

mounteda video camera(seeFigurel). Thedistancefrom

the camerato the useris suchthat users handsare on the
keyboardatall times,with thekeyboardbeinglocatedclose
to the monitor. While operatingwith the nose,the useris

expectedto look atthe computerscreenhowever, thereare
no constraintgor the headmotion. The camerais not as-
sumedto be calibrated high-resolutionor alignedwith the
computer Furthermore,we will assumehatthe cameras

agenericUSB camerapneof thosewhich arewidely avail-

ableonthemarlet.

Nouserequiresan initialization procedurewhich, first,
ensureshatusers faceis seenby the cameraandsecond,
setsthe zero position of Nouse Zero positionis usedin
trackingto calculatethe offsetsneededor operatingNouse
in themouseandjoystick modes.

Figure 3 shows the Nouseuserinterfaceat the initial-
izationstage.Initialization is doneby adjustingthe camera

Initialization

sothatthe tip of the noseis seenin the middle of the im-

age.Whenthisadjustmenis achieved,thetemplateof nose,
which shavs the positionof the nosesurfacewith respecto

thelight sourcejs acquired.Underthe samdighting condi-
tion, the samenosetemplatecanbe usedfor differentusers.
However initializing Nousefor eachusermakesit morero-

bust.

3.2 Tracking

Hands-freecontrolis achievedby trackingthe corvex-shape
nosefeaturein video streamcapturedby the camera.The
entireprocedurés outlinedbelow.

Since the corvex-shapefeaturesmay not possesghe
uniquenesgproperty the first stepis to calculatethe area
for local searchof the nosefeatureusingskin colour, frame
subtractiorandthe knowledgeof the featurepositionin the
previousframe,if available.

The secondstep consistsin scanningthe local search
areaandfinding pixel v which hasthe shapethe closestto
that of the selectedeaturein termsof correlationwith the
templatefeature.Beforeproceedingdo this step theimageis
preprocessewith the Gaussiarfilter to smooththe defects
of imagescausedy low quality of thecameras.

Thefinal stepis to refinethe positionof the bestmatch,
usingtheevidence-basedonvolutionfilter describedn Sec-
tion 2. The obtainedmatchof the corvex-shapefeatureis
both robust (to rotation and scale)and precise(computed
with sub-pi>el accurag).

3.3 Mouseand joystick modes

The Nousetechnologyallows a userto usetheir nosepo-
sition to control the Windows cursorin oneof two control
modes. Joystick mode operatedn a fashionsimilar to an
analogjoystick: offsettingthe nosefrom the centerof the
screencauseghe mousecursorto move in a similar direc-
tion. The speedof the cursoris determinedbasedon the
offsetamount.

Mousemodeattemptsto mimic an actualmousemore
closely: offsettingthe nosefrom the centerpositioncauses
the cursorto move in a similar direction,but the movement
of thenosebackto thecenterpositionhasno effect. This al-
lows the userto simulatethe commoncontinuousdragging
procesghatcomputerusersfrequentlyperform. For exam-
ple, whenusersrunsout of dragspaceon their mousepad,
they lift themousebackto thecenterof thepadandcontinue
dragging. This allows precisepositioningof the cursorand
thusNouseattemptgo mimic this process.



4 Performanceevaluation

In computervision and featuretracking, in particular it is
very difficult sometimeso evaluatethe performanceof a
new technigue Onereasorfor thisis thedifficulty in repro-
ducingthe exactly the samevideo setup. The otherreason
is thatit is oftenimpossibleto recreateall possibleenviron-
mentsandconditions wherethetechniquecanbe applied.

In our work, we strive to provide suchan evaluation.
This is donein threeways. First, we apply the proposed
techniqueto specificapplicationswhereits advantagescan
be clearly seen.The applicationsof usingnoseinsteadof a
joystickandamousein computergamesandhand-freeuser
interfacesarepresentedn the next subsectionSecondwe
promotepublic evaluationof the techniqueby makingthe
binary codeof the usedprogramsavailable on our website.
Thanksto the affordability of USB webcamsanybody can
try it. Finally, we evaluatethe performancedy conducting
anextensve setof experimentsand,while the papershavs
only a few snapshop®f theseexperiments full videos of
real-timeperformancearealsomadeavailable on our web-
site.

Thetestsare aimedat evaluatingthe robustnesspreci-
sion and also the corvenienceof the nose-basedracking.
Dueto the minimalistic natureof trackingonly onefeature
andbecausdastUSB camerasreused the speedof track-
ing, whichis problemof mary trackingapproachess nota
problemin our experiments.Thetestshave beenconducted
with differentUSB camerasgdifferent peopleand different
lighting conditions.

4.1 Robustnessest

For the robustnesdest, a useris asked to move the head
in all possiblerotationswhile still looking at the computer
screen:yes”(up-dawvn), “no”(left-right), and“don’t know”

(clockwise)mationsandalso“scale” (body)motion,andthe
rangeof headmotion within which the corvex-shapenose
tip featureis successfullytracked is determined. Figure 4

shaws the allowable rangeof headmotion as obtainedby

experiments.The nosetip is tracked for up to about35-40
degreesof rotationof headin all threedirection. Thisrange
of allowablemotion practicallycoverstherangea usermay
exhibit while looking atthe screen.

4.2 Precisiontest

For the precisionand corveniencetests,a paint program
NouseRint has beendesignedwhich draws the detected
nosetip featureon the top of theimage(Figure5). A user
is asked to write with the nose,thinking of the noseas of

a pencil, while anotheruseris asked to guesswhat is be-

ing written. This motionis equivalentto the motion of the

mouseball whendrawing with themouse.

d) . a—- e

Figure4: Thefigure shavs the rangeof motionwithin which the
nosefeatureis tracked.

Thespeedf writing canbeasfastasuseris ableto han-
dle. For example(seeFigure5.aandour website),it took
25 secondgo write with the nosethe logo for the Nouse
home webpage,which includedtime neededfor clicking
“Enable/DisableDrawing” buttons(seenon theright of the
window) with amouse.

For anothersetof experimentsstartingfrom thenormal
headposition, a useris asked to draw horizontaland ver
tical lines by rotatingthe headonly (“Y es” and“No” mo-
tions)andthento make acircularmotionwith thehead.The
motion of the nosetip in this experimentcanbe considered
asan equialentto a joystick handlemotion. The resultis
shawvn in Figure5.b. The subpixel accurag andthe conti-
nuity of trackingcanbeseen.

The experimentsshavedthat, dueto the robustnessand
precisionof the corvex-shapefeaturetracking, a usercan
move the headthe way it makes him comfortable. This
makesit possiblefor a userto write quite complex words
andpatternshands-freavithout having a neckfatigue.
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Figure5: Testsfor nose-operatethterfaces:a) mouse-typemo-
tion, b) joystick-typemotion.
4.3 Applications

The Nousetechnologyallows oneto track facesboth pre-
cisely and robustly even in low-resolutionvideo streams

suchasthosecomingfrom low-quality USB web-cameras.

This makesit possibleto build affordablevision-basediser
interfaces,which can be usedfor hand-freevision-based
controlof computermprograms.

Nousehasbeenappliedfor navigatingin Windows ervi-
ronment(seeFigurel.b). It hasbeenfoundthatthe robust-
nessandprecisionof Nousealloweda userto selectanitem
in Windows menuusingthe motion of the nose. However,
becausehe size of the computerscreen(in pixels)is much
largerthanthe sizeof theimagein whichthe nosemoves, it
takesconsiderableamountof time andenegy for theuserto
getto the desireditem. Thus,anotherapplicationwascon-
sideredto emphasizehe advantageof hand-freeprogram
controlofferedby the Nousetechnology

Sincevideogamesareanextremelypopularapplication
on personatomputersyve testedthe applicability of Nouse
technologyto gamingby incorporatingthe technologyinto
afew populargames.

4.3.1 Aim-n-shoot Bubble Frenzy game

This game traditionally involves simple left/right mouse
movementsor key pressesn orderto aim a bubbleturretin
thedesireddirection(seeFigure6). Onceproperlytarmgeted,
theuserthenpresseshespacéarto launchacolouredbub-
ble in theturretdirection. By matchingthreeor morebub-
bles of the samecolour togethey they fall out of the play

Figure6: Traditionally aimedwith mouseor keyboard,theturret
in Bubble Frenzygamecan now be aimedby pointing with the
nose.

area.Thegoalis to clearthe screenof the existing bubbles
withoutfilling the play areacompletely

We usedNouseto replacemouse,allowing a playerto
point the direction of shootingwith the nose. It shouldbe
emphasizedhat the precisionof Nouseis suchthat very
slight rotationsof headleft andright aresufficient to cover
theentire 18 rangeof theturretaim.

The usersof the gamehave a choiceof switchingback
andforth from Nouseoperationto mouseoperationwhich
helpedthemto evaluatethe new hand-freeinterfacetech-
nology. Therewere more thanfifty peoplewho tried the
game. It hasbeenagreedhat playing the gamehands-free
with Nouseis not only morefun, but is alsolesstiring than
playing the gamewith mouse.Someusersexperiencedse-
verewrist fatiguewhenthey playedthegamewith mouseor
longerthan 15 minutes. This doesnot happernwith Nouse
Using the noseto aim the turret was found very natural,
while the precisionof aimingwith the nosewasasgoodas
with mouse.

If acamerdosesthe nose which happensfor instance,
when a userleavesthe deskand then comesback, a user
noticesit right away — by seeingthat the bubble turret no
longerfollows the direction of the nose. S/hethenpresses
a keyboardbutton which enforcesNouseto searchfor the
noseusingthe global cuesof the entireimage,after which
Nouseredetectshe noseandthe usercancontinueplaying
thegamewith thenose.

4.3.2 Navigating in Virtual 3D Worlds

TheBubbleFrenzygameusedNousedn ajoystickmode.The
applicabilityof Nousein mousemodeis shavn usinga nav-
igation game. For this case a userhasto navigatein avir-
tual 3D terrainervironment.The usualway of navigatingin
suchgamess usingdifferentkey buttonsto look right/left,
up/dovn andgo forward/backvard. The Nousetechnology
providesamorenaturalway of navigation. In particulat ro-
tatingthe headleft or right causeghe first-person3D view



to alsorotateleft or right. By usingNousés mouse-mode,
auseris ableto rotatea full 360 degreeswithout physically
rotatingthe sameamountin his or herchair Similarly, ro-
tatingtheheadup or down causeshe 3D view to look up or
down.

Translationis still accomplishedby other means,but
the applicability of the technologyis clearly evident. It
hasbeenobsened that mary gameplayerscommonlyex-
hibit slight headmovementswhen playing first-person3D
shooterssuchas Quale or Unreal. Further thesenatural
headmovementscommonlyoccurwhenusersaresneaking
arounddarkcornerspeeringoverledgespr dodgingbullets.
This shaws the potentialof applyingthe Nousetechnology
to 3D gamedf appliedin the propercontext.

4.3.3 NousePong

The NouseBng gamehasbeenwritten to demonstratan-
otheradvantageof vision-basednterfaces,which is multi-
ple userinteraction. Two web-cameraaremountedto face
opponentdheadsasshovn in Figure 7. Becauseof thero-
bustnessof the corvex-shapenosefeatureto rotation, the
camerasdo not have to be alignedwith eachother The
gameconsistsin bouncingthe ball back and forth over a
virtual tableusingthe head.Eachcameraracksthe motion
of aplayers headin orderto corvertit to the motion of the
paddle.

The NouseBng gameshaowved that with the aid of the
Nousetechnologycomputergamesmay becomenot only
thegamedor brainsandeyesbut alsothegamesvhich actu-
ally involve the motionfor thebody. For example,afeature
which can be implementedo add more physicality to the
Nouse®nggamewould beto spinthe ball with the motion
of head.

4.4 Mistracking problem

One hasto realize that, unlike hands-operateéhterfaces,
hands-freénterfacesdo nothave afeedbaclkconnection By
holding a mouse,a usernot only controlsthe program,but
s/healsokeepsthe knowledgeof wherethe mouseis. No
matterhow robustthe perceptualiserinterfaceis, it canlose
theuser;it mightbeevenmoreappropriaté¢o saythata user
losestheinterface. This doeshapperwith Nousetoo.

Theonly way to resolhe this problemis to providea user
with amissingfeedbackIn thecaseof Nousethebestfeed-
backausercangetis theimagecapturedoy the videocam-
era.By visuallyverifying thats/heis in themiddleof theim-
ageandthatthe noseis tracked correctly a usercanensure
thats/hehasagood‘grasp’ of Nouse Thisis donein Nouse-
Paint nose-draving programandalsoin Nouse®Bng game,
wheretheimagescapturedwith bothcamerasreshovn on
thescreematall times(Figure7.b).

b)

Figure7: Two usersareplayinga ponggameusingtheir headso
bounceaball: a) setupandb) GUI.

Anotherway of having the desiredfeedbackis to know
wherethecamerds, andassoonasa userfeelsthats/helost
controlwith Nouse s/heputshis facein front of thecamera
andsendsa signalto Nouse(e.g. by usinga keyboard)to
resetthe searchof the nose. This methodis usedin Bubble
Frenzyandnavigationgames.

5 Conclusion

Becausef the low pricesandthe easeof installation,USB
cameradhave becomevery popularnowadays.However, up
till now thesecamerasare barely usedfor anything more
intelligent thanweb-castingand video-sureillance. Auto-
matic motion detectionis consideredalmostthe top high-
level vision taskwhich canbe performedusingthesecam-
eras.This paperdemonstratethatUSB cameraganalsobe
usedfor designingvision-basegerceptualiserinterfaces.

We describedNouse- a new technologyfor facetrack-
ing basedon tracking the corvex-shapenosefeature. We
shavedtheoreticallyandby extensive experimentshatthis
technologycanbe usedto operatecomputerhands-free.lt
exhibits robustnessand precisionwhich are sufficient for
mary applicationsandwhich allow a usertheflexibility and
cornvenienceof motions.

TheNousetechnologycanalsobe usedfor trackingsev-
eral facesat the sametime usingseveral cameras.All this
malkes this technologya promising hands-freealternatie
and/orextensionto corventional pointing devices suchas



mouse,joystick andtrack ball. All programsdescribedn
the paperare available at our websiteand the bestway to
appreciateahe new technologyis to downloadandto try it
yourself.

The next stepin applying the Nousetechnologyis ex-
tendingit to 3D facetracking. Most computershave two
USB slots. So, two USB camerascan be easily usedto
track a face. As we shaw in our next work [9], with the
recentadvancesdn the projectivevisiontheory it is possible
to do robust and precisestereotracking with suchuncali-
bratedstereosetupsasthosemadeby two arbitrarily posi-
tionedUSB cameras.

Finally, beinganew technologyfor communicatingvith
the computerthe Nousetechnologyneedso be studiedby
HumanComputernteraction(HCI) methodq14]. Thisin-
cludescollection of extensie experimentaldataand com-
paringthe technologywith otherhuman-computeinterac-
tion devices.
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