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Abstract 1 Introduction

Ablack holés a highly harmful host that disposes of vis- ~ The reality of networked systems supporting mobility
iting agents upon their arrival without any observable teac  agents is that these systems are highigafe Indeed, the
of the destruction. The problem of locating the black hole in most pressing concerns are all about security issues and
a asynchronousing network is known to be solvable by a mainly in regards to the presence oharmful host(i.e.,
team of mobile agents if each node is equipped witinie- a network node damaging incoming agents) or baanful
board A simpler and less expensive inter-communication agent(e.g., a mobile virus infecting the network nodes); for
and synchronization mechanismis provideddkens each ~ example, see [1, 12, 14].
agent has available a bounded number of tokens that can be  The computational and algorithmic research has just re-
carried, placed in a node or/and on a port of the node, or cently started to consider these issues. The computational
removed. All tokens are identical and no other form of com- issues related to the presence of a harmful agent have been
munication or coordination is available to the agents. explored in the context of intruder capture and network de-
It is known that locating the black hole in an anonymous contamination; in the case of harmful host, the focus has
ring network using tokens is feasible when the team of been on theblack hole(BH), a node that disposes of any
agents is initiallycolocatedi.e. they all start from the same ~ incoming agent without leaving any observable trace of this
host). Recently, the more difficult case when the agents aredestruction [2, 3, 5, 6, 7, 8, 9, 10, 13]. In this paper, we
scatteredi.e., when the agents do not start from the same continue the investigation of the black hole search problem
host) has also been examined and solutions requiring only ~ A black holemodels a network site in which a resident
O(1) tokens per agent but using a total 6f(n?) moves process (e.g., an unknowingly installed virus) deletes-vis
have been presented. The number of moves can be reducefig agents or incoming data; furthermore, any undetectable
to O(kn + nlogn) if the numbetk of agents is known. crash failure of a site in an asynchronous network trans-
In this paper, we study the impact of orientation and knowl- forms that site into a black hole. In presence of a black
edge of team size on the cost of black hole location by scat-hole, the first important goal is to determine its locatioa. T
tered agents with tokens. We prove that, in oriented rings, this end, a team of mobile system agents is deployed; their
the number of moves can be reduced filom?) to the op-  task is completed if, within finite time, at least one agent
timal ©(nlogn) using onlyO(1) tokens per agent, without ~ survives and knows the links leading to the black hole. The
any knowledge of the team size. This result holds even ifresearch concern is to determine under what conditions and
both agents and nodes asmonymous Interestingly, the  atwhat cost mobile agents can successfully accomplish this
proposed algorithm solves, with the same cost, also thetask, called thélack hole searciiBHs) problem.
Leader Electiorproblem and theRendezvougproblem for The computability and complexity of #8s depend on a
the scattered agents despite the presenceRsia variety of factors, first and foremost on whether the system
is asynchronou$s, 6, 7, 8, 9] orsynchronou$2, 4, 3, 13].
Indeed the nature of the problem changes drastically and
dramatically. For example, both in synchronous and asyn-
chronous systems, with enough agents it is possible to lo-
cate the black hole if we are aware of its existence; how-
1-4244-0910-1/07/$20.0®2007 IEEE. ever, if there is doubt on whether or not there is a black
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hole in the system, in absence of synchrony this doubt canagents arscatteredthat is, when they start from many dif-
not be removed. In fact, in an asynchronous system, it is ferent sites. In particular, with scattered agents, the-pre
undecidablao determine if there is a black hole [7]. The ence (or lack) of orientation in the ring and knowledge
consequences of this fact are numerous and render the asyrof the team size are important factors; here, oriented ring
chronous case considerably difficult. In this paper we con- means all the agents in this ring are able to agree on a com-
tinue the investigation of the asynchronous case. mon sense of direction. This is true also in the whiteboard

The existing investigations onHBs in asynchronous sys-  model [7]. In the token model, in particular, it is known
tems have assumed the presence of a powerful inter-agerthat in unoriented rings it is possible to locate a @ith
communication mechanismhiteboards at all nodes. In  O(1) tokens per agent but performigy(n*) moves [11]. If
the whiteboard model, each node has available a local storthe ring is oriented) (kn + nlogn) moves and O(1) tokens
age area (the whiteboard) accessible in fair mutual exclu-suffice, provided that the numbenof agents a priori known
sion to all incoming agents; upon gaining access, the agen{11].
can write messages on the whiteboard and can read all pre- In this paper, we study the impact of orientation and
viously written messages. This mechanism can be used byknowledge of team size on the cost ofi8using scattered
the agents to communicate and mark nodes or/and edgesigents with tokens. Since the protocols for unorientedsring
and has been commonly employed in several mobile agent$lo not require knowledge of the team size, we ask the natu-
computing investigations. Although many research ques-ral question of whether, in oriented rings, knowledge of the
tions are still open, the existing investigations have fest ~ team size is really necessary to reduce the cost fignt)

a strong characterization of the asynchronous problem  Wwhile keeping the number of tokens per agents bounded.
using whiteboard. In this paper we provide a definite positive answer. In

The availability of whiteboards at all nodes is a require- fct, we prove that scattered agents can locateianBan
ment that is practically expensive to guarantee and thieoret °fiéntedring using onl$(n log n) moves in total and(1)
cally (perhaps) not necessary. This leads to the theoligtica tokens per agent, even if the number of agents is unknown.
intriguing and practically important question of whether The_prooflls construcu_ve: we present a protocol and prove
there are simpler and less expensive inter-communicatiortn@t it achieves the claimed bounds. _ _
and synchronization mechanisms that would still empower ' NiS shows that, when moving from unoriented to ori-
the team of agents to locate the black hole. The research fo€ntéd rings, the number of moves can be reduced from
cus in particular has been on theken modecommonly O(n?) to ©(nlogn) without requiring a priori knowledge
used in the investigations on graph exploration. In this of the team size. Furthermore, for a team size Iarger th_an
model, each agent has available a bounded number of to?(log7), the performance of the proposed algorithm is
kens that can be carried, placed in a node or/and on a porEVen better than that of the protocol for oriented rings with
of the node, or removed from them:; all tokens are identical Known team size. _

(i.e., indistinguishable) and no other form of communica-  Finally, let us point out that the proposed algorithm
tion or coordination is available to the agents. Some nat- SOIves, with the same cost, also the probleneletting a

ural questions immediately arise: is thei@problem still  |€aderamong the scattered agents, in spite of the presence
solvable with this weaker mechanism, and if so under what ©f @ BH. It also solves with the same cost tRendezvous
conditions and at what cost. Notice that the use of tokensProblem despite the presence of &.B

introduces another complexity measure: the number of to-

kens. Indeed, if the number of tokens is unbounded, itis2 Model, Observations and Basic Tool

possible to simulate a whiteboard environment; hence the

question immediately arises of how many tokens are really2.1 The Model and Basic Observations
needed.

The problem of locating the black hole using tokens has et R be a ring ofn anonymous nodes (i.e. all the nodes
been examined in the caseanf-locatecagents, thatis when ook the same, they do not need to have distinct identifiers).
all the agents start from the same node. In this casss B QOperating orR is a set ofk agentsiy , as, ..., aj,. The agents
is indeed solvable [10, 6] . In particular, in [10] it was areanonymougdo not need to have distinct identifiers)o-
shown that a team of two or more colocated agents canpijle (can move from a node to a neighbouring node) aund
solve BHs with O(nlogn) moves and two (2) tokens per tonomougeach has its own computing and limited memory
agent in aring network. Notice that the ring is the spars- capabilities). All agents have the same behaviour, i.e. fol
est bi-connected graph (bi-connectivity is required fersB  |ow the same protocol, but start at the different nodes (and
in asynchronous systems [8]), and for which the number of they may start at different and unpredictable times), each
moves for black hole search with whiteboards is the worst. of which is called ghomebaséH for brevity). TheHs are

The problem becomes considerably more difficult if the marked before the execution of an algorithm starts.



The agents can interact with their environment and with more tokens have been placed on the node or its ports) or
each other only through the meangafens A token is an Without Tokensi.e., no tokens on the node nor on its ports).
atomic object that the agents can see, place in the middle As we will see, in the protocol, having a predefined num-
of a node or/and on a port, or remove from there. Severalber of tokens on a port indicates that the link is currently
tokens can be put on the same place. The agents can deseing explored by an agent, and thus the link may be dan-
tect the multiplicity, but the tokens themselves are umlist ~ gerous (it possibly leads to a Black Hole). To prevent un-
guishable from each other. Initially, ea¢his marked by a  necessary agent disappearances we will make sure that no
token. Each agent starts with some fixed number of tokenstwo agents enter the HBover the same link. In order to
(depending on the algorithm). achieve this, we have two basic rules for the agents. The

The basic computational step of an agent (executed ei-first rule is the following:
ther when the agent arrives to a node, or upon wake-up) is
to examinethe node (returns a triple of non-negative inte- e When an agent arrives at a node wittWéth Tokens

gers - multiplicity of tokens at the middle of the node, on port, it is not allowed to go across that port; that is, an
the right port and on the left port, respectivelyjodifythe agent can only leave throughéthout-Tokengort.

tokens (by placing/removing some of the tokens at the cur-

rent node) and eithdall asleepor leavethe node through In order to guarantee progress, the agents are also re-

either left or right port. The whole computational step is quired to remove the token(s) whenever they learn that a
performed as an atomic action, i.e. as if it took no time to "With Token$port in fact leads to a non-B node. hence
execute it. the second rule:

The computation i@synchronousn the sense that the )
time an agent sleeps or is on transit is finite but unpre- ® When an agent marks "With Tokens” the port of node

dictable. The links obey FIFO rule; that is, the agents do ~  leading to node, after reaching node, it immedi-
not overtake each other when travelling over the same link ~ ately returns tau, it removes the tokens (to signal that
in the same direction. v is not the B4 and the link fromw to v is safd, and

Note that the tokens are the only means of inter-agent ~ then itresumes the algorithm by returningitqunless
communication we consider. There is no read/write mem-  Otherwise instructed).

ory (whiteboards) for the agents to access in the nodes, nor
is there face-to-face recognition/communication. In [fact
the agents might not be capable to see each other in th
same node - they however see any tokens placed there.

This process, which we caautious Walk with Token
dCWWTfor brevity) is an adaptation of theautious walk
technique used in systems with whiteboards. Notice that,
One of the nodes of the ring is highly harmful — it during this process, an agent will not be interrupted except

disposes of every agent that enters it, without leaving anypOSSIb|y, from its returning te (e.g., if it notice absence of
trace of this destruction observable from the outside. DuetOken or extra tokens).

to this behaviour, we will call this nodelack Hole(or BH

for brevity). All the agents are aware of the presence of the3 ~ Algorithm Pair Elimination

BH, but at the beginning the location of theiBs unknown.

The goal is to locate the 8 at the end there mustbe at 3.1  General Description

least one agent that has not entered theadd knows the

|OC$::OH of th? Pﬂ . di h The basic idea of the proposed algoritHPajr Elimina-
e complexity measures we are interested in are t Ction, is to let all the agents try to form pairs as soon as they

number of tokens each agent starts with and the total UM+ ake up. All the paired agents will eliminate all the single

ber qf moves executed by the agents (worst case over aIIagents they meet. Each pair has a level. A pair increases
possible timings).

. . its level each time it eliminates another agent. When two
Because of the asynchrony, the agents can not distin-

X _ pairs meet, the higher level pair always eliminates lower
guish between a slow node and the;Eas a consequence, |oye| pair. Between pairs of the same level, the right most

itis ImprSSIb|e to and the Bl"?‘lfk Hole if tI:]e S|hze of the rrl1ng pair eliminates the left pair. As we will show, eventually
is notknown [5]. Thus, we will assume that the agents have |, gne pair will survive, and one of the two agents form-

such a knowledge. ing that pair will locate the black hole. Before we explain
the algorithm in detail, we need to introduce some terminol-
2.2 Cautious Walk with Token ogy.
Given an agent; and a noder #BH, we say thav has
At any time during the execution of the algorithm, each beenexploredby «; if it has been visited at least once by,
port will be classified either agvith Tokeng(i.e., one or unexploredbtherwise; thexplored regiorof a; is the set of



non-BH nodes explored hy;, and theunexplored regiorf partner then goes back to its LSP. We say this paired agent
a; is the set of nodes unexplored by finished astage

The homebasg{ of an agent is identified by having one In general, the following chain of actions by a paired
token in the middle of the node. An agentstarts exploring  agenta constitutes onstage it explores a pre-calculated
the ring from its?, moving to the right; until it becomes number of nodes, it checks the location of the partner, it

part of a pair, itsexplored regionis a segment with{ as leaves message for it, and then goes back to its LSP. The
one of the two end nodes. We call the other end node ofinformation in the message left for its partner is: the num-
a;'s explored regiora LSP(Last Safe Placef a;. ber of timesa finished exploring its pre-calculated portion

A nodeuw, in which a pair of agents is formed, is called 0f the ring. This information is used by a paired agent to
aBP (Birth Place)of that pair. Thebirth placeof a pair is calculate the number of steps to take (i.e., the number of
identified by having three or more tokens in the middle; A nodes to visit) in the next stage. When a paired ageees
pair of agents explore the ring in opposite directions; when @ message notice, it goes to check the information, and uses
a pair is formed, there are twidSFs: the two end nodes of it to calculate the number of nodes it need to explore in the
the union ofexplored regiorof the two agents. next stage.

Each Birth Place has a level; in particular, if it has 3 If a paired agent goes into a BP of a lower level pair, it
tokens in the middle of the node, than that node is identified terminates this pair by removing all the tokens in their BP; i
as ai-BP (i-Level Birth Place) A BP is a0-level-BP; as we then goes to back to its LSP and continues exploring. When
will show, the highest level of a pair is at mdsiyn. The a left pair arrives at the BP of a same level pair, it termigate
level of BP is also the level of its pair. this pair by removing all the tokens in their BP; it then goes

A BP is called aCP (Crown Place)f at least one of the 10 its BP to increase its pair level, goes back to its LSP and
agent in the pair has finished exploring half of the ring size. continues exploring. When a left pair goes into a BP of a
The Crown Plac€P is identified by having two tokens in  higher level pair, it becomeBassivemmediately. When a

the middle. If a BP is crowned, its priority becomes higher Tight pair agenb arrives at the BP of a higher or same level
than that of any other level. pair, it goes back to its BP; if there is no token thérbe-

comesPassive otherwise, it goes to the BP of the pair on
the right to terminate that pair. At any time,if a paired agen
Level(1)| Level(1) | Level(2) Level(logn) Level(logn)Crowned PajCrowned Pal a encounters a Slngle agenta tgrmmates: by Ste.allng its
Left Pair‘ Right pail Left Pair‘ """"" Left Pair rRight Pair| Left a‘ Right token. We can now proceed with the presentation of the al-

 Low level High level gorithm. We use the point of view of a right explorer (RE

ow priority High priority X K .

for brevity) to describe the algorithm. Most of the proce-

dure for left explorers (LEs for brevity) can be achieved by
changing the words "right” into "left” and changing "left”
into "right” in procedure for the REs. The only procedure in
which LE and RE behave differently is Right (Left) Explor-
ing. We will explain it in subsection "Procedure Right/Left
Exploring”. In the algorithm, parametét Pdist is used for
an explorer to remember its BR.Dist records the num-

The priority relationship is shown in Figure 1.

Figure 1. Pair Levels Priority table.

Let a meet a single agemtgoing to the right; note that,
since agents do not see each other, this situation is ddtecte
by a finding tokens in predefined position. In this cage,

leaves a message fand becomes a left pair; whérsees ber of explored nodes between the two LS&8ps records

the message from, it pecomes a rlght pair. Notice that . the number of steps one explorer needs to explorer in each
since there are no whiteboard to write messages on, this

S . . stage. message is used for an explorer to remember the

commumcauon is done only moving and placing tokens ac- message the partner left to it.
cording to predefined rules. In particular, an agent leaves a
MN (Message Noticdbr its partner by stealing its token in
the partner's LSP and placing it on the port of a node be-
tween the two LSPs. Once so placed, the token becomes
a Message sigitMS) for its partner: the distance between
theMSand the partner’s LSP represents the information the
agent wants to deliver.

After a pair is formed, the two paired agents start explor-
ing the ring in opposite directions. They keep exploring a

3.2 Procedure ”Form Pair”

This procedure is used to merge two single agents into a
pair, so that they can cooperate to locate the Hitially,

as soon as an agent wakes up, it moves right GNMAWT
There are five situations a single agent can encounter when
arriving at a node:

pre-defined number of nodes (initially;n — 1)/2]). If one e A:itfinds two or more tokens in the middle of a node.
finishes its share, it goes to seek its partner, and calaulate In this case, the node is either a pair’s i-BR; tokens
the unexplored region according to the location of the part- in the middle), or a crowned place (two tokens in the

ner. It leaves a message notice and a message sign to the  middle).



B: it finds one token in the middle of a node for the

second time. This means the agent knows there are

at least two agents on its right side. So the agent can

become passive immediately.

C: it finds a token on the right port of a node (meets an
agent walking withCWWTto the right).

D: it finds out that there is no token in the port where
it left its CWWTtoken, and there are no tokens in the
center. It means that a paired agent terminated it.

E: it finds out that there is no token in the port where it
left its CWWTtoken, there are two or more tokens in
the middle of the node. It means it now forms a pair
with another agent.

Algorithm 1 Algorithm "Pair Elimination” — Initialize and
procedure "Form Pair”

e F: it determinest’Dist == n — 2. It means the ex-
plored region containg — 2 nodes.

Algorithm 2 Algorithm "Pair Elimination” — Right Ex-
ploring

1

N a

. procedure RIGHT EXPLORING(steps, BPdist, E Dist)

keep walking to the right usin€ WWT and increasing
BPdist, EDist and decreaseteps, until A, B,C or D hap-
pens
if A happenghen
pick the tokens in the node, then keep executeHY
EXPLORING
else ifB happenghen
go back to the BP
if there are still tokens in its Bthen
check the current level, go back to its LSP, then
execute RGHT EXPLORING

9: elsebecome Passive
1: Initialize:Wake up; go to the right wit€WWT steps == 0, 10 end if
BPdist == 0, EDist == 0 11:  else ifC happenshen
2: procedure FORM PAIR 12: execute GIECKING—RIGHT PAIR
3 keep walking right usindCWWTuntil A, B, C, D or E 13: else ifD happenghen
happens 14: put a token on the right port, then executeERING—
4: if A, B or D happenghen RIGHT PAIR
5: become passive 15:  else ifE happenshen
6: else ifC happenshen 16: steal the token on the right port, then executeRr
7 become a Left Pair, move the token from port to the EXPLORING
middle 17: else ifF happenghen
8: leave two extra tokens in the middle as a BP mark. 1g: become DONE
Execute LEFT EXPLORING 19: end if
9: else ifE happenshen 20: end procedure
10: become a Right Pair, executesdRT EXPLORING
11 end if

12: end procedure

3.4 Procedure ”Left Exploring”

Procedure "Left Exploring” works almost the same as

9 3 3 99
3.3 Procedure "Right Exploring procedure "Right Exploring”, except for the following sit-

) ) ) uation: when a LE goes into the BP of the same level, it
This procedure is used for a RE to explore the ring. A gteg|s all the tokens, then goes back to its own BP to update
RE walks withCWWTto explore pre-calculated steps of the  jts |evel. It becomes passive immediately if it goes into the

ring according to the position of the LE. The RE ignores any gps of a higher level pair. There are six situations a LE can
other agent except for its partner. There are five situaBons  meet while exploring:

RE can meet while exploring:

e A: it goes into a node with at least three but less num-
ber of tokens than its level in the middle. Itis a BP that
is in the lower level.

B: it goes into a node with at least three but equal of
bigger number of tokens than its level in the middle. It
is a BP that is in the same or higher level.

C: it finds no token on the port where it left @NVWT
token.

D: it finishes the pre-calculatedsteps(|(n —
EDist)/2]) steps.

E: it finds a token on the right port of a node.

e A it goes into a node with at least three but smaller
number of tokens than its level in the middle. It is a

BP that is in the lower level.

B: it goes into a node with equal number of tokens as
its level in the middle. It is a BP which is in the same

level.

C: it goes into a node with bigger number of tokens
than its level in the middle. Itis a BP which is in higher

level.

D: it finds CWWTtoken was stolen in its LSP.

E: it finishes the pre-calculated portion of ring. This

pre-calculated part could bé(q@ — EDist)/2]) after



seeking procedure, of {teps/2m<*529¢ |) after check-  Algorithm 4 Algorithm "Pair Elimination” — checking
ing procedure. Her& E Dist is the number of nodes  1: procedure CHECKING — RIGHT PAIR(BPdist,steps)

left unexplored in each stage. 2: keep going to the left and increaseessage until it either
A or B happens.
e F:itfinds atoken on the left port of a node. 3:  if A: there is no token in the middle of the BRen
) ) 4: become Passive// its pair was eliminated by a higher
e G:itdetermine Dist ==n — 2. level pair
5: while not B, keep going to the left,keep increasing
EDist
6: end if
Algorithm 3 Algorithm "Pair Elimination” — Left Explor- 7. if B: finds a token on the right pottien
ing 8: steps=|steps/2mM¢*329¢ |
1: procedure LEFT EXPLORING(steps, E Dist) 9: pick the tokens and walk back to its LSP, execute
2. keep walking to the left usinEWWT and increasing RIGHT EXPLORINGsteps, BPdist.
BPdist and EDist, decreasssteps, until A, B, C,D,E or 10:  endif
F happens 11: end procedure
3: if A happenghen
;1 e|s£:?|l; thh:ptrc))é(r?:;érl:eep executingEET EXPLORING 3.6 Procedure ”Seeking”
6: pick the tokens then go back to the BP . ) .
7: if there are still tokens in its Bfhen Procedure "Seeking”is used for an explorer to seek its
8: increase the level, then return its LSP and execute Partner. When a paired agent executes procedure "Seek-
LEFT EXPLORING ing”, it means it finished exploring pre-calculated numifer o
9 elsébecome passive nodes once. When a paired agent execute procedure Seek-
10: end if ing for the first time, it means this pair reaches crowned
11 else ifC happenghen level.
12: become Passive
13:  elseifD happenghen Algorithm 5 Algorithm "Pair Elimination” — Seeking
14. then execute BECKING-LEFTPAIR 1: procedure SEEKING — RIGHT PAIR(E Dist, BPdist)
15 elseifE happenshen 2. keep walking to the left and increasidgDist until goes
16: put a token on the left port, then executeEXING— back to the BP
LEFT PA.'R 3: if A and there are at least two tokens in the middle of a BP
17 else ifF happenshen then
18: steal the token on the left port, then executesiRr 4 if there are more than two tokens in the middiien
EXPLOR.'NG 5: pick all but two tokens // crown the pair
19: else ifG happenshen 6: end if
20: become DONE 7. end if
21 endif 8:  keep going to the left keep increasiftist
22: end procedure 9: if there is a token on the left pditen
10: if EDist == n — 2then
11 becomes DONE
3.5 Procedure ”Checking” 12: else . . .
13: pick the token, move to the right neighbor, put a
token on the left port.
. . 14: keeps walking to the right until go back to its LSP
Procedure "Checking” is called when th€WWTtoken 15: execute RGHT EXPLORING WITH
of a paired agent is stolen. It can mean either it got elim- |(n — EDist)/2] NEW STEPS
inated by a higher level pair, or received a message noticeis: end if

from the partner. But it cannot decide which case it is, un- 17 end if

til later. In the first case, this agent will go back to its BP 18: end procedure
and realize all the tokens disappeared. In the second case,
the ager_1t W|_II find a token on thg port (it can al_so be in its 3.7 Analysis
BP), which is called message sign. It then will calculate
the numbe_zr_of nodes to explore in the next stage, using the3.7.1 Correctness

message it just collected. The number of steps between an

explorer’'s LSP and the message sign is the number of stage®vhen there are only two scattered agents in the ring, al-
the partner finished. gorithm Pair Elimination becomes algorithnDivide with




Tokens ELQ].
First observe that pairs will indeed be formed:

Lemma 1 At least one pair is formed.

Next observe that the number of pairs that reach lével
is at most half the number of pairs that reach lgvell:

Lemma 2 Letz; denote the number pairs that reach level
1. Then2:vi <x;_1.

Proof: Consider three consecutive level 1 pairs: A, B,
andC'; and assume tha® reaches level. This can happen
only if (see Figure2): the right agent of pdi or the left
agent of paitd have not reached the other paiiis-1)— BP
before the left agent of paiB or the right agent of pai€
reached the oth€i — 1) — BP, then pairC'is eliminated by
pair B. Otherwise, paiB3 will be eliminated by pairA. In
general, taking any two neighbouring pairs, at most one of
them will survive and reaches levilthe other one will be
eliminated. Hence, the number of pairs that reached level
1 is at most half of the number of pairs that reached level
1 — 1.

O

C (i-1) B (i-1)

the rlgh most (i-1)level pa

i+2 tokens i+2 tokens i+2 tokens

Figure 2. The BPs of three consecutive pairs
A, B and C, which reached level i — 1

Finally observe that at least one pair survives in each
stage:

Lemma 3 Letz; denote the number pairs that reach level
1. Thenz; > 1.

Proof: Because of the priority rules, the right most pair that
reaches level—1 will eventually kill its "left neighbouring”
level i — 1 pair, and it will not be eliminated. So it will
eventually reache level
O
By Lemmas 3.7.1, 2 and 3, the maximum possible level
follows:

Corollary 4 The maximum level i»gn.

Lemma 5 Eventually at least one and at most two crowned
pair(s) will be formed.

Proof: If there is only one pair left in level, then it will be
crowned. For a pair to become crowned, one of its agents
must have explorefin —1)/2| + 1 nodes and its BP must
have not been reached by another pair. Clearly, if there are
two segments with (n — 1)/2] + 1 nodes in each, they
must overlap (| (n — 1)/2] + 1) % 2 > n). This means that
there are at most two pairs with more thdmn — 1)/2] + 1
nodes between the two BPs. Hence, there can be at most
two crowned pairs. See Figure 3.

O

LE o y travelled

%e‘._.w

-..__—more than (n/2 +1)n

i
fEE of x travelled
y n/2 nodes

Figure 3. The BPs of three pairs: A, B and C,
which reached level i — 1

3.7.2 Complexity

Theorem 6 Algorithm Pair Eliminationcorrectly locates
the BH withinO(n log n) moves.

Proof: In its life time an agent goes through three phases,
if not eliminated during the executon. It starts as a single
agent, then it becomes a paired agent, and finally it becomes
a crowned agent. The number of moves performed by the
agents during the execution of the algorithm can be sepa-
rated according to these phases:

(1) By single agents: the worse case is that there is one agent
per node except for theB They all start doingCWWTto

the right. Because of the pair forming procedure, some of
the agentsCWWT may be interrupted, so the number of
moves before a single agent is formed, will be reduced from
3 to 2. But the worse case is stifl moves pelCWWT So,
there are3(n — 1) moves in total if there are — 1 single
agents.

(2) By all paired agents of levél each paired agent ex-
plore the ring withCWWT It goes back to the BP to either
increase the level/crow the pair or check the current level
of the pair upon going into the BP of another pair. It then
either becomes passive or goes back to the LSP. So the to-
tal number of moves witlm — 1 level i paired agents, is
(3+1+1)x*(n—1). According to Corollary 4, there are
maximumlogn levels. Hence, the total number of moves
by all paired agents iS(n — 1) log n.

(3) By crowned agents: since there are at most two crowed
pairs, and right crowned pair wins the left crowned pair. The



moves for right crowned pair to eliminate the left crowned
pair is constant. Eventually there is one crowned pair left.
Given the fact, the paired agents are co-located (they start
locating the B1 from the same node), according to algo-
rithm Divide with Tokens[10], the number of moves to lo-
cate the Bi with two co-located agents islog n.

Hence, the total cost with scattered agents (at least two)
is O(nlogn) moves.

O

Theorem 7 Algorithm Pair Eliminationcorrectly locates
the BH with four {) tokens per agent.

Proof: A token is needed to mark tt& while a token is
needed folCWWT For marking a BP, an agent steals one
token from the partner, then puts two more tokens in order
to have three tokens in the middle of their BP. So two more
tokens are needed. Each pair will not increase its level unti
it eliminated another pair. It also means the pair which won
picks up the tokens in the other pair's BP. And one token
is needed for a pair to increase the level shown in its BP.
It shows, for increasing pair levels, there is no extra token
needed. An explorer will leave a message to the partner only

after it crowned their BP. Because to crown a BP only needs [10]

two agents in the middle of a node, from crown 8P,
an explorer gains one more token. For the communication
(leaving and checking message), an explorer steals a token

from its partner first before it leaves a MS. Since one token [11]

is needed for a MS, no more token is needed for the MS.
Hence, the total number of tokens each agent neéd is
O

4 Concluding Remarks [13]

In this paper, we show that aHBin an anonymous ring
can be located by anonymous asynchronous agents scat-
tered in an oriented ring, usin@(n logn) moves in total
and four @) tokens per agent without any knowledge of the
team size.

Itis important to note that the proposed algorithm solves,
with the same cost, also the problemedécting a leader
among the scattered agents, in spite of the presenceef a B
It also solves with the same cost tRendezvouproblem
despite the presence of aiB
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