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Abstract— Sensor relocation protocols can be employed asa moderate number of redundant sensors and strategically
a fault-tolerance approach to reduce or complement covera® relocate them as needed to fill the position of failed nodbis T

loss caused by node failures. In this paper, we introduce a tyhe of movement-assisted coverage maintenance appache
novel localized structure, information mesh, for publishing and .
are calledsensor relocation

retrieving distance-sensitive data like location informdion. Based .
on the concept of information mesh, we then propose a Mesh-  T0 our knowledge, only three sensor relocation protocols
based Sensor Relocation Protocol (MSRP) for mobile sensor WCP [14], WCPZ [16], and ZONER [10] were proposed for

networks. The proposed protocol maintains a sensor network  mobile sensor networks in the literature. They are all iofer

overall sensing coverage by replacing failed sensors withearby ¢, qssiple applications, compared to the protocol pregos
redundant ones using minimized time delay and balanced engy in this article, for variety of reasons. All of them rely on
consumption. We show that MSRP is superior to the existing ! y : y

relocation protocols due to its localized message transnsions, global/cross-network message transmissions for discuyer
optimal (constant) per node storage load, and its guarantek nearby replacement sensors, generatifg’\/n) messages,

nearby replacement node discovery and node replacing. wheren’ andn are respectively the number of redundant sen-
sors and the number of non-redundant sensors. They alreequi
non-constant storage load(n’). Further, WCPZ depends on

Mobile sensor networks, as a new paradigm of wireless sehe assumption of the preknowledge of the border of the senso
sor networks, are known for their particularity, node mibyil field, and WCP has non-constant delay and unbalanced energy
Because mobile nodes are able to take intelligent physial asage. Both WCP and WCPZ do not address the issue of
tions like escaping from dangerous situations or resp@nttin guaranteed discovery of a replacement sensor when one in
interesting events by executing sophisticated protoooddile fact exists and is connected to the area where it could move.
sensor networks are more flexible and adaptive to unknownmibrief description and a comparative analysis on thesesthre
hazardous environments than static wireless sensor rikdworelocation protocols can be found respectively in Sec. H an
Recently, many unique research issues are emerging in enoil Sec. VI.
sensor networks. One of them is maintaining sensing coeerag
through autonomous node movement [9]. B. Problem statement

We consider a connected mobile sensor network deployed
in an unbounded 2-D plane, where uncoverable obstacles such

Sensing coverage (or coverage for short) is an importea hills and lakes may exist. We assume that the network
QoS factor in sensor networks. It is measured by the overhlis achieved a full coverage over the coverable area in the
area that a sensor network is currently monitoring. Theglargsensor field, through a sensor self-deployment algorithjn [5
the coverage, the better service the network can provide. 9], [15], [4], [18] after its initial placement. The nodésat
a sensor network operates, its coverage decreases becaamstitute the network are callezttive nodes (or A-node)
of node failures. The reasons why nodes fail are multifold-nodes always remain active and participate in all kinds
For example, a node may run out of battery power and stop network operations. We also assume that some predefined
functioning at any time, and it may suddenly die becausedundant nodes (or R-nod@ye scattered in the network at
of hardware defects or due to harsh environment conditiorendom. R-nodes run a sleep/wakeup protocol to save energy
like extreme temperature. In these cases, to maintaintgualind do not contribute to network connectivity. Both A-nodes
of service, a sensor network must have the capability ahd R-nodes stay static unless they are requested to mdve. Al
preserving its coverage in the presence of node failures. the nodes are homogeneous. Their communication raditus

In static sensor networks, using a large number of redund@htat least twice as large as their sensing radifts Every
nodes is the only way to tolerate node failures. Relevant neede is aware of its own geographical location (expressed as
search concentrates mainly on how to schedule sensortgctia (x,y) coordinate), and may fail at any time for any reason.
to save energy without jeopardizing network coverage [17], Our research goal is to develop, based on above network
[3]. However, in mobile sensor networks, node mobility camodel, a sensor relocation protocol that can maintain a net-
be exploited to facilitate coverage maintenance. That&play work’s coverage by relocating nearby R-nodes to the pasitio

I. INTRODUCTION

A. Motivation
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Fig. 1. An illustration of shifted node relocation Fig. 2. A general view about how MSRP works

of failed A-nodes. Note that, in a disconnected networkcethereplacemem' The message complgxity of algorithm DSND is
is no guarantee that failed A-nodes are successfully reﬂlacnever Iarg_er_than that qf the node discovery methods emgioye
In this case, we additionally assume the network alwégy t.he existing relocation prot_ocols.

remains connected in spite of node failures. Furthermore Figure 2 aes a general view about how protocol MSRP
message collision and transmission errors can also affiect varks. In this figure, R-nodes are represented by small lor

effectiveness of solution protocols. However, since thase dots; proxy nodes are denoted by the big dots in the color

MAC layer issues and beyond the scope of this paper, V(\:/grresponding to their deleg_ated_ R-_nodes’; the infornmatio
assume perfect wireless communication channels so that W sh built by proxy nodes is highlighted through colorful

can concentrate on the sensor relocation problem itself. links. After an A-nodeq fails, |ts.northm0_st, southmost,
westmost, and eastmost A-node neighbors,i.es, w, ande,

C. Our contributions work in collaboration to find a replacement, R-nade this

In this paper, we propose a mesh-based sensor relocaﬁéﬁmple’ ina’s vicinity. The paths along _Which the four nodes
protocol (MSRP) to solve the sensor relocation problef{SCOVer" are shown by arrowed gray lines. The replacement
defined in Sec. I-B. With zero preknowledge of the sensgPder is then shiftedly relocated to fill the position efalong
field, MSRP accomplishes the following two tasks: moving {1€ Path indicated by thin black lines. _ _
redundant sensor to replace a failed omede relocation tagk 10 Sum up, our proposed protocol MSRP is a localized
and discovering a redundant sensor for sensor replacemfknowledge-independent algorithm. It guarantees cepla
(replacement discovery task ment node discovery and node replacmg, using optimal per

Protocol MSRP fulfills the node relocation task by ashifteHOde storage load)(1), constant relocation delay and bal-

node relocation method. That is, establish a path betweeﬁ“?fed energy consumption. It outstands _aII th_e existing_crren
failed A-node and a R-node in a localized way, and shifelocation protocols [14], [16], [10], especially in thess@rios

all the nodes' position along the path toward the failed Avhere there are large numbers of randomly scattered R-nodes

node. This method uses a localized relocation path disgovey, paper outline
mechanism, and generates constant relocation delay (bdund

variants of the shifted node relocation method been predeq DSND); Section IV proposes the Mesh-based Relocation

in t_he Iiterat_ure [16], [.10]' But, they both have Weakn(_ass '‘Brotocol (MSRP) on the basis of DSND; Section V discusses
their relocation path discovery part, when compared with %the implementation details of MSRP; Section VI analyzes the

protocol MSRP. characteristics of MSRP in comparison with the three exsti

Protocol MSRP acco_mpllsh_es the repla<_:_ement d'sgovef@focation protocols; Section VII concludes the paper and
task through a sub-algorithm, Distance-Sensitive Nodedis indicates our future work

ery algorithm (DSND), which provides nearby node discovery
guarantees. By DSND, some A-nodes are selected by R- 1. RELATED WORK

nodes as proxy and construct arformation meshover the  |n this section, we are going to first review the Greedy-Face-
network in a localized way. The more proxy nodes, the mot§reedy routing protocol [1] and the quorum-based location

localized the construction. This information mesh disttéully service [12], [11], and then we describe the three existing
stores the location information of all the proxy nodes witQensor relocation protocols [14], [16], [10].

optimal (constant) per node storage lo@dl). Upon an A- )

node failures, the A-node neighbors of the failed node firfy Greedy-Face-Greedy routing

a nearby proxy node via the information mesh and take theBose, Morin, Stojmenovic and Urrutia proposed a Greed-
proxy node’s nearest delegated R-node as the failed node&ce-Greedy routing protocol (GFG) for wireless sensor net



works [1]. The GFG is a combination of a simple greedy The main disadvantages of this quorum-based location
forwarding strategy and the face routing technique. It is service are that location update still has to cross the eentir
stateless routing protocol in the sense that nodes do nat neetwork, and that, in the case that all the nodes are cotlinea
to remember any routing information such as routing tabtesery node may have to store every other node’s location,
or route list. The GFG is the first localized protocol thatesulting in non-constant per node storage load.
provides guaranteed packet delivery. There exist sevéhnal o .
combined Greedy-Face routing protocols such as GOAFR+ [] Sensor relocation
and GPVFR [8], but they are in essence variants of GFG. Wang, Cao and Porta presented a proxy-based sensor relo-
In a GFG routing process, greedy forwarding is appliechtion protocol (referred to as WCP) for the sensor networks
whenever possible, while face routing is used only for pagsicomposed of both static nodes and mobiles [14]. By WCP,
packets around the void areas (or, dead-ends) that bloeklgrestatic nodes locally broadcast their locations and idiestito
forwarding. A node greedily forwards a packet toward theonstruct a Voronoi diagram. Mobile nodes periodicallydato
destination by choosing as the next hop its neighbor cldsestcast within certain predefined radius their location infation
the destination. In the case that the current ndeoes not and base prices (initially set to zero) as service advenesg.
have neighbor closer to the destination than itself, thégids Based on received service advertisements, a static nodgecre
forwarded in face routing mode using right-hand/left-hamd a service provider list. Once a static node finds a coverage
until the destination or a node closer to the destinatiom th&ole within its Voronoi polygon, it estimates the hole sizela
X is found. Face routing works for arbitrary planar graphgries to bid a closest mobile node with lowest base pricesin it
GFG uses Gabriel Graph (GG), where the diametral disc s#rvice provider list. In the case that a mobile node reseive
each edge contains no other vertices than the two edge emasltiple bidding messages, it is bid by the message with
as planar graph to support face routing. GG does not requiaegest hole size and then moves to fill the corresponding. hol
any message to be exchanged between neighbors if each nideisce, mobile nodes intend to move to large holes from small
is aware of geographic positions of itself and its neighborgnes, and stay still only when no larger holes can be detected
The right-hand (left-hand) rule for traversing a face isttha To save energy, a mobile node logically moves to its target
packet is forwarded in the clockwise (resp., counterclask)v location by choosing proxies; it performs actual movement
direction along the perimeter of the face. As proven in [2jvhen its target location is the final location.
when GG is applied, greedy forwarding recovery in face modeWang, Cao, Porta and Zhang presented a grid-quorum-
is guaranteed when traversing the first face. based relocation protocol (referred to as WCPZ) for mobile
sensor networks [16]. This protocol employs the quorum-
based location service [12], [11], in modified forms, to find
Stojmenovic proposed the quorum-based location servicergplacement for failed sensors. By WCPZ, the network field is
support geographic routing in ad hoc networks [12], [11]. Bpartitioned into a 2-D grids. In each grid, one node is ekate
this service, each node, when necessary, forwards itsrturrgrid head and takes the responsibility to collect the locadf
position to all the nodes located in a “column” of certairll the grid members. Based on grid members’ location, a grid
thickness. That is, it sends its location in both north artkad determines redundant grid members and detects sensing
south direction to reach the north and south boundaries taflds. A row of grids is called supply quorum, while a grid
the network. When a source node wants to communicaelumn is called demand quorum. Each grid head publishes
with a destination node, it has to search for the locatidhe information about the redundant nodes inside its grid to
of the destination if its local record about the destination all the grid heads in its residing supply quorum. When a grid
out of date. First, the source queries gthop neighborhood head detects a sensing hole, it broadcasts a request wghin i
for the destination’s location. If the answer is negative, dgesiding demand quorum to discovery the closest redundant
if the obtained information is not fresh enough, the searctode. Because every demand quorum intersects with all the
continues in the east and west direction with certain théslsn supply quorums, a redundant node can always be found (if any
One more request may be sent directly to the destinationewists). WCPZ uses restricted flooding to find a satisfactory
take the advantage of the possible correctness of the bedocation path and relocate the discovered redundant node
information obtained during the-hop neighborhood search.along the path in a cascaded (shifted) way.
The three searches are performed independently. The tracki and Santoro presented a zone-based relocation proto-
of the eastbound and westbound search form a row, whicbl (ZONER) for mobile sensor networks with previously
intersects the columns of all the other nodes, includingdfia deployed redundant sensors [10]. This protocol is also a
the destination. As the query message travels along the reariant of the quorum-based location service. Each redunda
it picks the latest location information about the destorat node register itself with all the non-redundant nodes wwithi
When the message reaches the ends of the row, the messagtcal registration zone. After a non-redundant nodedi
will be forwarded to the destination, which then replieedilty its westmost neighbor and eastmost neighbor initiate a node
with correct location and possibly form a route for futureliscovery process in their bounded horizontal request zone
data transmission. Alternatively, intersection nodes meply Because the request zones intersects with a number ofreegist
immediately if the information is sufficiently fresh. tion zones, the non-redundant nodes in the intersecticasare

B. Quorum-based location service



can reply with the requested information. Then the disceder
redundant node with shortest relocation path is relocdted,
shifted manner, to replace the failed node. Although ZONER
and WCPZ [16] have similarity in their node discovery and
node relocation methods, they differ a lot from each other in
that ZONER requires no preknowledge of the sensor field and
guarantees replacement discovery (by resorting to fadegu
and node replacing.

To our knowledge, above three sensor relocation protocols
are the only ones that were proposed for the purpose of
coverage maintenance in the literature. WCP [14] is a flogpdin
based protocol with direct relocation method that can geteer
non-constant relocation delay. WCPZ [16] requires preknow
edge of the border of the network and may fail in the case that
there exist void areas in the network. Due to the applicadfon
the quorum technique [12], [11], both WCPZ and ZONER [10]
has message complexity(n’'+/n) for replacement discovery
and generate non-constant per node storagediad), where
n’ andn are respectively the number of redundant sensors and
the number of non-redundant sensors. A more detailed dsalys
on the characteristics of the three protocols is given later
Sec. VI. Through study, we can find that the existing sensor
relocation schemes all have major drawbacks and are thereby Fig. 3.
inferior for possible applications.

(b) A (pruned) information mesh

Information mesh construction in a grid sensor netwo

I1l. DISTANCE-SENSITIVE NODE DISCOVERY )
We denote such a grid sensor network 6YA, R) (or

In this section, we devise a localizddistance-Sensitive _.
. ' . simply by G), and the number of proxy nodes @ by v(G).
Node Discovery algorithm (DSNDased on the network The two notationsA and R represent the set of A-nodes and

model described in Sec. I-B. This algorithm will be employeﬂ_Ie set of R-nodes i, respectively. Whe@ is given,»(G)

:oy the_Mesh-base;JI Senslor Reloca'g(_)n Protaf¢olbe proposed can be written as/ without ambiguity. By the definition of
ater, in Sec. IV) for replacement discovery. . Iproxy node selectiony < Min{n,n'} wheren = |A| and
Each R-node spontaneously takes the nearest ne|ghb071bmg__ IR|

A-node asproxy. In case of tie, nodal relative position can be 1) Constructing information meshConsider only the re-
used to help make decisions. A R-node has one and only one

) : siding rows and columns of the proxy nodes Gh They
proxy, while multiple R-nodes are allowed to share a COmmontersect one another and form a mesh structure, as iltedtra
proxy. Proxy nodes record the location of their delegated R '

nodes in their local repositories and together construct !':?nF'g' 3(a). In this figure, R-nodes are not displayed; proxy

information mesh over the network. This information mesﬁ;)v(\jse?';\r?(;ecgels:ﬁr?ser:reedhli)yhﬁIghf:éot:fuihdeoisc;r?:g z)r:]edlirnm‘iglor
distributedly stores the location information of all theopy gnig y P 9

nodes. When a nearby R-node is wanted, an A-node just neIfegach proxy node distributes its own location information

: AN among the A-nodes along its residing row and column, this
to find a proxy node in its vicinity. o T
. . mesh structure distributedly stores the location inforomabf
By above description, the core of DSND consists of twg
P ) : all the proxy nodes and therefor can be used for the purpose
parts:information mesh constructioand proxy node lookup

For easy understanding, in the following, we present the tv% proxy node Iqokup. R
Let us examine the mesh structure shown in Fig. 3(a).

key components first in well-structured grid networks arehth p dec is ¢l o th b th id-point A
in arbitrary network scenarios, ignoring all the practicapact roxy nodec Is closer 1o the area above the mid-point A-
node between itself and the vertically collinear proxy nade

factors and implementation details. . . . :
P and thus it (essentially, its delegated R-nodes) has velsti
A. Grid sensor networks high priority to be discovered by the A-nodes in that area.

In a grid sensor network, A-nodes are placed exactly at tHbaddition, proxy nodé might be a better choice for the A-

intersection points of a grid structure. Each boundary noagdes located in its right-side area than proxy nede these

has either two or three neighbors, while every internal noG&8SeS# does not need to distribute its location information in
has four neighbors that are respectively located in itsmortpodse ar:ashfSlmll)Iar arggment C‘Zn fpe magle alg_amst lothqr prox
side, south side, west side, and its east side. In this cage, fodes. By this observation, we define a blocking rule.
A-node is able to find out its own role in the grid structure Definition 1 (Blocking Rule)for an A-nodeu shared by
simply by counting the number of its neighboring A-nodes.the residing rows/columns of two different proxy nodeand



b, it stops the further propagation afs location information,

if and only if (Jua] > |ub|) V (Jua| = |ub|] A cline(a, b)) V
(lua| = |ub| A —cline(a, b) A north(a,b)), where cline(a,b)
and north(a,b) denote the case thatandb are (vertically

or horizontally) collinear and the case thats located in the
north of b, respectively. And, when this blocking happens, we
say ‘b blocksa at u”".

The application of the blocking rule can lead to the merge
of adjacent mesh cells and result in a pruned mesh structure,
i.e., information meshWe denote the information mesh con-
structed on top ofy by ZM(G) (or simply byZM). Figure Fig. 4. An illustration of non-closest target proxy
3(b), where gray dots represent the A-nodes at which the
blocking rule actually applies, shows the information mesh
corresponding to the complete mesh structure in Fig. 3(a).indicates that, there is no guarantee that the target prbay o

Definition 2 (Extension)The extensiom)(ZM) (or n for A-node is the proxy node globally closest to the A-node.
brevity) of information mesli .M is the length summation of Lemma 4: Denote byt the target proxy of an A-node
all the edges of M. and byc the proxy node closest i@. And, ¢t # c. Letb be the

Definition 3 (Home Cell):The home cell(s) of a A-node is proxy node ina’s SPV, whose residing grid row (or column)

the mesh cell where the A-node is located in or the mesh Cexﬁgsses through betweerandc and intersects the residing grid
which it is adjacent by column (resp., row) ot at an A-nodeu. Then,|ub| < |uc|.

— L Proof Sketch: Sincet # ¢, there must be a blocking
Definition 4 (SPV):The Set of Proxies in Vicinity (SPV) chain of lengthk(k > 1) with the following format:c «—

of an A-node is the set of proxy nodes whose residing grgj1 «,---, < py, which means that, a proxy nog blocks
rows/columns form the home cell(s) of the A-node. b oA ' '

¢, and a proxy nodes blockspi, ---, and a proxy nodey
Definition 5 (Target Proxy):The target proxy of an A-node blocksp,_ 1. Assume that this chain of blocking happens along
is the nearest proxy node in the A-node’s SPV. the Y axis. Therp; could be eitheb or a proxy node located

Lemma 1: The message complexity of information mesfOt closer, in X-direction, to- thanb. Figure 4 shows the
construction isO(7). simplest case of this blocking ch_aln, whédre= 1 andpk =b.
Proof Sketch: Observe that the edges in an informatioh€t US denotec by po and consider two consecutive proxy
meshZ.M are exactly the paths which proxy node location in?0desp; @ndpi— (1 < i < k) in the blocking chain. We have
formation travels along, and that, on each communicatigh i [%i = Zi-1| < |yi — yi-1|, where(z;, y;) and (z;_1,y;-1) are
in these edges, no more than two messages are transmittggPectively the coordinates pf andp;—,. It is because that
By this observation, the number of messages for constactify: Otherwise, can not block;_, in Y-direction. Therefore,
ZM is bounded byO(n). Hence, the lemma holds. ] |Ikk_ ze-1] = 12 (Ifl — i) < Xy e — wi <
Lemma 2: In a square grid networky € O(v+/n). Zi:l |3/_z‘ __yi—_1| = [ 2= (v - yi-1)| = lyk — yk—1|-_Th'S
Proof Sketch:Consider a complete mesh structure estaffiequality indicates that, the distance betwegrandc in X-
lished without applying the block rule. The extension okthidirection is not larger than their distance in Y-directibtence
structure is bounded beloW(vy/n). Since an information the lemma holds. u
mesh is the result of removing (by the blocking rule) some Theorem 1: In a grid network G, the Euclidean distance
edges from such a complete mesh, its extension can H®M an A-node a to its target proxy ¢ is at most twice as
exceed)(vy/n). Hence the lemma holds. Note that, this uppd@ng as the Euclidean distance between and its globally
bounder is achievable in terms of order of magnitude, fé¥earest proxy nodec.
example, when proxy nodes are all located on the same line Proof Sketch: The theorem is valid it = ¢. Suppose,
along either the X axis or the Y axis. m otherwise¢ # ¢, as shown in Fig. 4. By Lemma fu| < |cul.
Lemma 3: In a square grid network; can be as small as Observe that anglécua can not be acute in any case. Thus
O(y/vn) is the longest side in trianglAcua. Namely, |cu| < |ca| and
Proof Sketch: If, by any chance, the information meshiua| < [ca|. Then|at| < [ab| < [bu| + |ua| < [cu| + |ua| <
has a square grid structure with the same border as the| + [ca| = 2|cal. This proves the theorem. =
network, theny = y/vn. This proves the lemma. [ | For an A-node where the blocking rule applies, it does not
Let us examine the grid sensor network in Fig. 4, whemfore the location information that it blocks but adds a mark
solid thick black lines form a Voronoi diagram of the proxy(nearly at no extra storage cost) to the A-node neighbor from
nodes. Consider an A-nodg whose nearest proxy node iswhich it receives the blocked information, such that it cated
¢, in a shadowed triangle area in the figure. We can easfipd the blocked information without actually storing it.
find thata’s home cell perimeter does not include or partially Lemma 5: An information mesh has constant per node
include the residing grid row or column ef This example storage load)(1).



Proof Sketch: Each of the A-nodes that constitute the
information mesh records at most one proxy node’s location
due to the application of the blocking rule. As for the nodes
not part of the information mesh, they do not store any data
about the information mesh at all. Hence, the lemma holills.

2) Discovering proxy nodesthe objective of proxy lookup
is to identify the location of the target proxy of a requegtin
A-node. With the assistance of previously constructedrinfo
mation mesh, proxy lookup becomes fairly easy. Consider an
A-node a in a cell of the information mesh. When it wants
to find its target proxy node, it just inquires the A-nodes
along its residing row and column in the grid structure in
four directions, as shown in Fig. 5(a). By this meaasis
able to reach all the mesh edges constituting its home céll an
get the location of the proxy nodes recorded on those edges.
After that, it can find its target proxy node simply through a
local comparison. If there does not exist any proxy node in
the network, proxy lookup will fail. A requesting A-node can
be aware of such a proxy lookup failure after it reaches the
border of the network in each of its query direction. Because
the query paths of a requesting A-node form a cross, this type (b) Seven proxy nodes
of proxy lookup method is calledross lookup

Cross lookup can also be applied to the situation that ajg 6. information mesh construction in an arbitrary sensetwork
requesting A-node is residing on the information mesh. In
this caseq inquires along its residing mesh edges and stop at
the farthest corners of its home cells on these mesh edges. Byhegrem 2: In a square grid network G, the message

this means, it can reach all the mesh edges of its home celimplexity of algorithm DSND is O(v)(G)+/n), where)(G)
and make right decisions. An example is given in Fig. 5(bj)s not larger than » and can be as small as/v.

where query paths are highlighted by arrowed black lines. proof Sketch: It follows from Lemma 1-3 and 6. m
In this example, the requesting A-nodeinquires along the

common edge of its west-side home cell and iFs ea_lst-side h‘?g].eArbitrary sensor networks
cell toward both the north and the south direction, passing _ _ _
through the northwest corner of its east-side home cell andln an arbitrary sensor network, there is no grid structuag th

gets to the northeast corner of its west-side home cell. we can make use of for information mesh construction and
Lemma 6: In a square grid network, the message com- Proxy node lookup. Under this circumstance, we accomplish
plexity of cross lookup is bounded by (/7). our goal by using routing protocol GFG [1], which is known

Proof Sketch:A cross lookup process is restricted withif©" it guaranteed packet delivery and has been used to form

a search cell, which can be single mesh cell or a big c@Horum in the quorum-based location service [12], [11].
composed of several mesh cells. In worst case, for examplel) Constructing information mesh¥or an arbitrary proxy
when all the proxy nodes are located on the same border®de, it generates four registration messages carrying its
the network, a search cell spans the entire network, andogation information respectively for the four directione.,
requesting A-node in the search cell will inquire all the wafhe north, the south, the west, and the east. Then it sends the
along its residing grid row and/or column, generating,/n) o the corresponding directional foremost A-node neighbor
messages. Hence, the lemma holds. m namely, the northbound message to the northmost A-node
neighbor, and the southbound message to the southmost A-
node neighbor, and so on. These registration messages are
retransmitted by receiver nodes following protocol GFG r&lo
specifically, upon receiving a registration message, aroden
retrieves the embedded node information from the message,
stores it in the local storage, records the message’s desigin
transmission direction and then greedily forwards the agss
to its foremost A-node neighbor in the same direction. When a
registration message reaches a void area, it is switchdukto t
(a) In-cell case (b) On-edge case face routingmode and then passed around the void area in the
clockwise (counterclockwise) direction by the left (resjght)
Fig. 5. Cross lookup in a grid sensor network hand rule. Greedy forwarding resumes whenever possible.




If the source is the only proxy node in the network, duthe sensor field. If uncoverable obstacles such as hills and
to the absence of the network’s boundary information and thkekes present in the sensor field, void areas can appear in
nature of GFG, a registration message will finally stop at thbe network topology. Under this circumstance, messages ar
globally foremost A-node in its transmission directiondats routed along the perimeters of the void areas, causing gigza
transmission path will include the entire network boundaryessage transmissions and thus the failure of the crosapook
as shown in Fig. 6(a) where the registration paths (i.e., thggure 7, where arrowed gray lines indicate request paths,
transmission paths of the registration messages) of thg oshows two examples. In the scenario demonstrated by Fig.
proxy node is highlighted by arrowed colorful lines. In th&(a), the query messages of A-nodall hit the same curly
case that there is more than one proxy node in the netwoekige of its home cell; in the scenario illustrated by Fig.),7(b
proxy nodes’ registration paths intersect one and anotisedé the home cell ofe is composed of five edges, causing that
the network and/or overlap on the network boundary. Foo query message reaches the northmost edge. Apparently,
two intersecting registration paths, they will be eitheran fails to find its true target proxy node in these two cases.
node-sharing situatioror in a link-crossing situationIn the To ensure successful proxy node lookup in such undesired
former case, the two path intersect at a common node, whéiuations, an alternajeerimeter lookupmethod can be used.
in the latter case, they have a pair of crossing links. A linkBy this method, a requesting A-nodesends a query message
crossing intersection can be easily transformed to a node-an arbitrarily selected direction through GFG. The query
sharing intersection in a localized way without extra mgesamessage will hit nodea’s home cell perimeter at certain A-
transmission, as explained in Appendix. node, calledentry node which then retransmits the message

By above analysis, for any two different proxy nodes, theslong the cell perimeter, e.g., in the clockwise directibhe
registration paths are guaranteed to have some A-nodefggry message picks up the information of the closest proxy
in common. Then these common nodes apply the blockingde that it have seen during its perimeter traversal. After
rule as in the context of grid sensor networks. Finally, am travels all the way along the cell perimeter back to the
information mesh structure is established as a result.r€igwentry node, it has found the target proxy of the requesting
6(b) shows an information mesh created7proxy nodes in A-node. Therefore, upon receiving the query message back,
an arbitrary sensor network. In this figure, proxy nodes anlde entry node immediately forwards the message back to
their registration paths are differentiated by differeatocs, the requesting A-node as a reply. This perimeter lookup
and gray dots represent the nodes where the blocking ruhethod is illustrated in Fig. 8 where light blue dots denote
applies. Because of the straightforward implementation @fe entry nodes that start perimeter traversal. A specisé ca
the blocking rule, Lemma 5 holds also in arbitrary networls that a requesting A-node is riding on the information mesh

scenarios. Under this circumstance, the requesting A-node perforras th
Theorem 3: In an arbitrary sensor network, an infor-  perimeter lookup in its every home cell. Note that, since the
mation mesh has constant per node storage loa@(1). requesting A-node is already on its home cell perimeterim th

2) Discovering proxy nodesThe implementation of cross case, it can start perimeter traversal directly.
lookup is simple. A requesting A-node sends a query
message to its directional foremost neighbors. Each ofethes

will reach a boundary A-nodé and then traverse the entire”

network boundary starting from there, by the property of GFG (a) Curly edge (b) Irregular shape
In this case, once the query message gets baélatong the
network boundaryp sendsa a negative rely, indicating the Fig. 7. Cross lookup in an arbitrary sensor network

failure of proxy lookup. For the requesting A-node if all
the replies it receives are positive, it can easily deteeniis

forwarding part of GFG will never fail. As a result, every” - {
cell in the information mesh has a rectangular shape, and the (a) Curly edge (b) Irregular shape
cross lookup method always works. However, it may not be

the case in reality due to the complex geographic feature of Fig. 8. Perimeter lookup in an arbitrary sensor network



IV. THE MESHBASED RELOCATION PROTOCOL A replacement discoverer (or discoverer for short) issues a
relocation request to the replacement proxy, which thentgra
In this section, we propose tiéesh-based Sensor Relocathe relocation request by sending back an ACK message to the
tion Protocol (MSRPYo solve the sensor relocation problenyiscoverer. After receiving the ACK message, the discavere
defined in Sec. I-B, based on the algorithm DSND introducegyts a shifted node relocation process by sending annactio
in previous section. For simplicity, we are going to presephessage to the replacement proxy. During this process, the
protocol f.ramework only and leave implementation details f 5¢tion message is transmitted by protocol GFG [1] to es-
next section. tablishes a path, callegtlocation path from the discoverer
Throughout the network’s lifetime, each A-node maintains the replacement proxy, and meanwhile, the intermediate
one-hop neighborhood map by beacon messages. Specificalties along this path start to shift their position toware th
an A-node locally broadcasts a beacon message carryingfiffed A-node. More specifically, after sending the action
location information on a periodical basis, and meanwhilghessage, the discover moves to the failure node’s location,
it receives beacon messages from its A-node neighbors aile intermediate nodes moves to the position of its priori
liveness reports (see below) from its R-node neighbors. Byp after forwarding the action message to its next hop. As
listening to these periodical messages, the A-node is @blefér the replacement proxy, after receiving the action mgssa
detect new comers, identify failed neighbors, and then tepd first informs the replacement node to fill its current piosit
its neighborhood map accordingly. Because this beacoeebagnd then itself moves toward the location of its prior hop. An
neighborhood maintenance mechanism has been employegyample of this shifted relocation process is given in Fignl
many geographic routing protocols such as GFG [1], MSR#tder not to jeopardize the information mesh or the exenutio
may make use of it from the underlying routing protocol rathef other network protocols, every relocating node mustsfen
than implement it. all the data in its local repository to the new comer at its
At initiation, each R-node spontaneously attempts to takepgiginal position after the relocation process.
nearest A-node as proxy, by sending that A-node a delegation
request. An A-node is allowed to grant a delegation request V. IMPLEMENTATION DETAILS
only when the number of its delegated R-nodes is smaller thanA straightforward implementation of the basic protocol
a predefined value. R-nodes stay “asleep” most of time duridgsign is not sufficient in practice. Some mechanisms must be
the network’s operating period and wake up only at songovided to deal with a number of impact factors such as com-
intervals by a sleep/wakeup protocol. For a R-node havingptex network topology, asynchronous execution, unpradliet
proxy, it, while being awake, reports its liveness to thexgro node failures, and so on. In this section, we will emphasize
node by sending beacon messages and monitors the prexythese implementation issues.
node’s liveness by listening beacon messages. Once a R-node )
finds that its proxy fails, it moves to replace the proxy nod@- Maintaining consistency
directly. For a R-node without a proxy, it may try to find one The information mesh constructed (by DSND) is the key
during its conscious period. After being chosen as proxy, @a@mponent of protocol MSRP. Its consistency greatly affect
A-node executes algorithm DSND to construct an informatiahe protocol’s performance. There are two factors thatgorin
mesh. Upon an ordinary (i.e., non-proxy) A-node failures thinconsistency to the information mesh. The first ondais
A-nodes neighboring the failed A-node cooperate to discovenessage arrivalwhich may be due to asynchronous execution
a replacementwhich is defined as the nearest delegated Bnd complex network topology. A common A-node of the
node of the target proxy (see Definition 5 in Sec. 1lI-A.1) ofegistration paths from two proxy nodes can wrongly retrans
the failed A-node, by DSND. For brevity, the target proxy oiit the registration message sent by the relatively distant
a failed A-node is referred to asplacement proxy proxy node, because of the late arrival of the one from the
During a replacement discovery process, the two lookutose proxy node, violating the blocking rule. Fortunatétys
methods, i.e., cross lookup and perimeter lookup, may peoblematic situation can be identified by the common A-node
selectively used, depending on specified requirement. Fa® soon as it receives both of the two registration messages.
the cross lookup method, the northmost, the southmost, fhiee second factor igroxy resign After a proxy node finds that
eastmost and the westmost neighbor of a failed A-node, igself has no more delegated R-nodes available (because o
server send a query message respectively to the north, thede relocation or node failure), it automatically ceasebe
south, the east, and the west direction, as shown in Fig.ter Afa proxy node. In this case, its information should be removed
getting replies, they exchange their discovery resultsugh from the information mesh. This situation is locally beerassv
underlaying routing protocol to find the replacement proxgf by the proxy node itself.
For the perimeter lookup method, only the northmost neighbo Inconsistency can be eliminated at the cost of extra control
acts as the A-node’s server. It sends a query message tonr@ssages. Once an A-node finds the existence of inconsistenc
arbitrarily selected direction, and later receives a repligt in the information mesh, it as initiator starts ravocation
contains the replacement proxy’s location. Whichever lgok process in which the inconsistent proxy node information
method is employed, only the server that is closest to tie erased from the information mesh. More specifically, the
replacement proxy is consideregplacement discoverer initiator sends a revocation message following the forward



propagation path of the inconsistent information. The revprotocol until the failed A-node is actually replaced. If a
cation message is processed in exactly the same waysasver fails during the monitoring period, the second faysim

a registration message. It stops at an A-node where thenode neighbor in the corresponding direction takes over
inconsistent information stopped propagating. All the emd immediately. Note that, if some intermediate A-nodes along
that receive this revocation message remove from theil lo@arelocation path fail in a node relocation process executed
repositories the information of the proxy node indicated bfpr a failed A-node, the failed A-node is replaced by the
the message. Such a revocation process can possibly leadefdacement discoverer due to the nature of the shifted node
chain effect. That is, the registration messages of theyproselocation method anyway, while those failed intermediate
nodes previously blocked due to the revoked informatioh wihodes will later be replaced with some other R-nodes by
continue their propagation until the blocking rule is d&$ protocol MSRP.

again at some other A-nodes. . . .
g C. Discovering relocation path

B. Tolerating node failures Relocation path discovery is in essence a QoS routing
Although protocol MSRP is designed to deal with nodgrocess started by a replacement discoverer. Its objeigtive
failures, its execution is not automatically fault-toletaOne to establish a path, between a replacement discoverer and
of the impacts from node failures on MSRP is the loss of proxy replacement proxy, that yields minimized energy usage

information during information mesh construction. Simita and time delay for shifted relocation. Recall that, the tskif
the fault-tolerance approach employed by the quorum-bagétpcation method requires all the node along a relocatadh p
location service [12], [11], MSRP uses thick registratiaths to shit their position toward a failed A-node. From energy-
to increase information redundancy and thus its faultrémiee  Saving point of view, node relocation should involve sherte
capability. More specifically, during the information mesfotal moving distance and least number of moves. In other
construction process, proxy nodes’ registration messages words, a relocation path is expected to have both minimized
transmitted along paths of certain thickness. For thickies path length and minimized hop count. On the other hand, to
all the A-nodes that overhear a registration message stégduce relocation latency in the case of simultaneousitshift
the embedded proxy location information; for thickndss longest hop length in a relocation path must be minimized,
these overhearing A-nodes are also required to broadoast Which is virtually equivalent to maximizing the hop count
registration message within theik — 1)-hop neighborhood. of the relocation path. Under this contradictory circumst
Another impact from node failures is the loss of contrgdrotocol MSRP takes the concept of COST over PROGRESS
messages for replacement discovery and node relocation.rd8o [13] as routing criterion and copes it with routing fareol
tolerate such message loss, protocol MSRP uses a simpleGEf [1] to discover relocation path. In MSRP, the COST
effective fault-tolerance approadransmission retrialDuring is defined as the length of the considered next hop, and
a replacement discovery process, if a server does not glﬁ PROGRESS is defined as the difference between the
any reply to its query message, it backs off for a while anguclidean distance from current node to the destinatien, i.
retries. In the case that the cross lookup method is usé@dreplacement proxy, and the Euclidean distance from the
the server will receive a rely sooner or later, because thensidered next hop to the destination. More formally, deno
network is not partitioned by assumption, and because ay ao the source node, i.e., a replacement discoverer, and by
failed message forwarding A-node is going to be eventually the i-th hop along the path from, to destination node.
replaced. However, In the case that the perimeter looktipen, the(i+ 1)-th hopa; 1 must be closer td thana; and
method is applied, this transmission retrial mechanism m#yeanwhile minimize the following objective function:
cause waiting loops. To avoid dead-lock, during perimeter laja;1]
traversal, a A-node is required to send the query message flaiz1) = m
back to the entry point right away if it finds that the next _ _ e
hop has failed, such that the requesting A-node does not nédSolving relocation contention
to wait. During a node relocation process, if the replaceémen Because of the distributed nature of protocol MSRP, node
discoverer does not receive a reply (an ACK message) framantention is very likely to happen during node relocation
the replacement proxy to its relocation request, it reisgthe processes. There are two types of node contention. Type-
request. If, after a predefined number of trials, it still slod is that multiple A-nodes are attempting to relocate the
not get any reply, it considers that the replacement nodesame R-node to replace different failure A-nodes; typesll i
unavailable and then tries to discover another one. that an A-node appears in multiple relocation paths and is
Run-time node failures may possibly ineffect the objectiveequired to shift its position along those paths. MSRP hemdl
of MSRP. Specifically, if all the default servers (i.e., thé¢he two types of node contention on a first-come-first-serve
directional foremost A-node neighbors) of a failed A-nodi f basis. Recall that, a node relocation process is triggeyea b
or if the replacement discoverer fails, the failed A-node caeplacement discoverer after its relocation request istgtha
not be replaced according to the protocol design. Therefoby the replacement proxy, i.e., the proxy of the replacement
MSRP requires that, every other A-node neighbor of thedaildSRP requires that, once a proxy node grants some A-
A-node monitor the default servers via underlying routingode’s relocation request, it reject all the upcoming retgje



preventing type-lI node contention from happening. As for epace requirement shows the unbeatable advantage of MSRP
replacement discoverer whose relocation request is egjectover the other relocation algorithms.

it backs off for a while and then tries to find some other R- In all the four protocols, majority of the messages are gen-
node by a new replacement discovery process. An A-node iri@ated for replacement discovery. In a network with arhlyra
relocation path will start to relocate as soon as it forwdh#s bad topology, bot MSRP and ZONER can work probably with
corresponding action message. If the A-node also belongsinoreased message overhead (due to the application ofdbe fa
another relocation path, then the decision on where it shoubuting technique), but the effectiveness of protocols VéGe
move depends on which path it receives an action message M&EPZ can not be guaranteed. Under this circumstance, to have
along. After moving, the A-node will transfer all the localtd a clear and fair comparison on message overhead, we only con-
to the new comer at its original position, which then resptand sider a network with square-grid-like topology, where giee
buffered or upcoming action messages. By this means, typddrwarding always works. Hence, the message complexity of

node contention is solved properly. MSRP for replacement discovery can be expected to be much
less thanO(v+/n) wherev < Min{n',n} is the number of
VI. PROTOCOLANALYSIS proxy nodes according to Theorem 2, and those of protocols

WCPZ and ZONER are expected to &¢n’/n) due to their

In this section, we are going to analyze the characteristigorum-based replacement discovery method. As for protoco
of our new protocol MSRP, and show its advantages {yCp, it uses a simple restricted flooding-based node disgove
comparison with the three existing relocation protocals,, i method, which is questionable because of the difficulty & th
WCP [14], WCPZ [16] and ZONER [10]. predefinition of the size of flooding areas. If the size of each

Both MSRP and ZONER are a localized algorithm becausigoding area is proportional to the size of the network, the
they require sensors to know merely about their own neighbefiessage complexity of this method can be expected to be
hood information and do not involve any global computatiogs bad as)(n'n). By above analysis, we can see that, from
like networkwide flooding or clustering, while both WCP andnessage complexity, point of view, MSRP performs at least as
WCPZ involve certain centralized control (for mobile nodgvell as the three existing protocols in worst case but otshiou
management or for cluster management) and thus belongptater than them in average case.
the quasi-distributed algorithm category. Further, WCBIEs ~ Relocation delay and energy consumption are important
on the preknowledge of the sensor field for grid formation anglaluation metrics. Protocol WCP moves mobile nodes di-
relocation path discovery. Considering scalability angliga- rectly to sensing holes, while protocols MSRP, WCPZ and
bility, the localized and preknowledge-independent prol® 7ZONER all relocates a replacement node to the location of
MSRP and ZONER are more desirable than the other twpofailed A-node in a shifted manner. By the direct relocation
protocols WCP and WCPZ, especially for dense wirelesgethod, the relocation distance can be as bad as the spatial
sensor networks deployed in unknown environments. diameter (bounded bg(n), wheren is a non-constant value)

Because the goal of a sensor relocation protocol is ¢ the network. Therefore, WCP can cause the battery power
maintain coverage, guaranteed node replacing is a cruad#la mobile node over-consumed and generate non-constant
evaluation criterion. Both MSRP and ZONER employ theelocation delay. By the shifted relocation method, all the
face routing technique to pass messages around void areades along a relocation path shift their position toward a
appearing in the network topology. The void-area toleran€siled A-node, as shown in Fig. 1. In this process, a node’s
ability ensures replacement discovery and relocation patioving distance is always bounded by its communication ra-
discovery, and therefore successful node replacing. On WiescR, a constant value. Hence, MSRP, WCPZ and ZONER
contrary, because both WCP and WCPZ do not uses the faewe balanced energy consumption and constant relocation
routing technique, they become problematic in the face @f vodelay (in the case of simultaneous shifting). Mentionably,
areas. Considering the guaranteed node replacing propesithough these three protocols use a similar shifted rétmea
MSRP and ZONER defeat the other two protocols already.method, the difference between the ways that they discover

A sensor relocation protocol is expected to have constamtrelocation path make them actually perform differently.
per node storage load(1), considering the sever resourceMSRP uses an advantageous localized routing mechanism to
constraints of wireless sensor networks. MSRP does possestblish a relocation path between a replacement andeal fail
this property by the protocol description in Sec. IV and The&d-node, while WCPZ employs a undesired flooding-based
rem 3, while the three existing protocols do not. In WCP, lif atouting mechanism to do so. As for ZONER, it integrates
the mobile nodes are compactly located in a small area, sore®cation path discovery within replacement discoverg-pr
static nodes may be within the advertisement (flooding) @angesses for message-saving purpose but without energygsavi
of every mobile node and thus have to store the informati@onsideration.
of all the mobile nodes. Similarly, in WCPZ and ZONER, if A replacement selected by ZONER for a failed A-node is
all the R-nodes are horizontally or vertically collinedretA- always a R-node geographically closest to the failed A-node
nodes along a quorum have to store the information of all teéhile this may not be the case for WCP, WCPZ and MSRP. In
R-nodes. Thus, WCP, WCPZ and ZONER all require memoWCP, void areas caused, for example, by physical obstacles
spaceO(n’) on each sensor node. The big different in storagmn block the advertisement of mobile sensors, causing the



MSRP WCP [14] WCPZ [16] ZONER [10]
Protocol Nature localized quasi-distributed quasi-distributed localized
ZERO Preknowledge Requirement yes yes no yes
Guaranteed Node Replacing yes no no yes
Constant Relocation Latency yes no (O(n)) yes yes
Constant Per-node Storage Load yes no (O(n)) no (O(n')) no (O(n))
Replacement Discovery Method mesh flooding quorum flooding & quorum
Guaranteed Nearby Replacement Discoveryes no no yes
Closest Replacement no no no yes
Message Complexity < O(vy/n) O(n'n) O(n’v/n) O(n’\/n)
Node Relocation Method shifted direct shifted shifted
Guaranteed Relocation Path Discovery yes — no yes
Energy-aware Relocation Path yes — yes no
v < Min{n',n}.

TABLE |

PROTOCOL COMPARISON

loss of the closest replacement property. For the samengaselocation schemes. We take it as our future work.
WCPZ may fail to find the nearest R-node as replacementin addition, the sub-algorithm DSND can be easily extended
for a failed A-node. In MSRP, the Euclidean distance from @ solve the distance-sensitive service discovery proptaat
replacement node to a failed A-node can only be guaranteeddggodiscover, within the vicinity of a service consumer, evie
be bounded by twice the Euclidean distance between thelfailgrovider that can deliver the requested service with reaisien
A-node and its closest R-node, according to Theorem 1. Féslay. An instance of the distance-sensitive service lisgo
WCP, the lack of the closest replacement property is indeptbblem is that, in a wireless and actor network, when an
a major drawback because the direct relocation methodtthagvent occurs, a closest or satisfactorily closest actort fes
uses is vulnerable to Euclidean distance. However, for WCR&located to the event location. A possible extension to DSN
and MSRP, we do not consider so, because the shifted nedigorithm for this problem is the following: service proei
relocation method employed by them weakens the gravity ednstruct a multi-layered information mesh; differentdesy
Euclidean distance. In particular, it is a tradeoff with #le correspond to different types of services; when a consumer
other nice properties for MSRP. wants to discover a particular type of service, it simply
Table | comparatively lists the characteristics of the fousxecutes DSND algorithm in the corresponding layer of the
relocation protocols MSRP, WCP, WCPZ and ZONER. Notiaformation mesh. Formalizing DSND as a service discovery
that, to have fair comparison, message complexity is ord¥gorithm is also part of our future work.
for a network with square-grid-like topology, where greedy
forwarding always works. From this table, we can clearly
see that our new protocol MSRP achieves obvious strength
in many aspects by loosing the requirement on the “closédt P- Bose, P. Morin, I. Stojmenovic, and J. Urrutia. “Regfiwith Guaran-
replacement” property, and that, to date, no existing etlon Le;d‘lg_%'g’e%ég Ad Hoc Wireless Networks”. Iroc. of ACM DIALM
protocol is comparable with it. In this case, simulatiorsé® [2] H. Frey and 1. Stojmenovic. “On Delivery Guarantees ofc&aand

performance evaluation is not necessary. Combined Greedy-Face Routing Algorithms in Ad Hoc and Senso
Networks”. InProc. of ACM MobiCom2006.

[3] A. Gallais, J. Carle, D. Simplot-Ryl and I. Stojmenovitlocalized
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APPENDIX
DESCRIPTION OF INTERSECTION TRANSFORMATION

(a) Before transformation (b) After transformation

Fig. 9. An example of intersection transformation

A link-crossing situation can be locally transformed to a
node-sharing situation in a sensor network modeled as a unit
disk graph. Consider two crossing linké andcd, as shown
in Fig. 9(a). Randomly take one node from each link, aay
from ab andc from cd. If a andc are neighboring each other,
then we are done simply by replacingwith two links @ and
cb. If a andc are not each other’s neighbor, then the other two
nodesh andd must reside on the same side of the lireand
within the intersection area of the communication ranges of
nodesa andc in order forab andcd to intersect across. This
can be easily figured out by examining the example given in
Fig. 9(b). In this case, we can replaaé (ab) with two links
cb andbd (resp.,ad anddb), finishing the transformation.



