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ABSTRACT

To survive in the twenty-first century, enterprise®d to collaborate. Collaboration at
the enterprise-level presupposes the interopenabilithe underlying information
systems. Access to heterogeneous information seuancst be provided transparently
while maintaining their autonomy. Further, the #afaility of nearly unlimited

information calls for efficient and precise infortiven retrieval, which can be achieved by
making the semantics embedded in information sewegelicit. Solving the semantic
interoperability problem becomes imperative toghecess of information search and
retrieval applications and enterprises that relyham.

Inspired by self-organizing systems found in bigigghysics and computing, the
approach oémergent semantidsgs been proposed as a solution to the semantic
interoperability problem. Emergent semantics referthe bottom-up construction of
interoperable systems, in which semantically relgteers are discovered and linked
together during the normal operation of the systenividual information source
providers will provide mappings (so-called semabtidges) between their own local
and semantically related foreign information soaré&mergent Semantics in a peer-to-
peer (P2P) network is the lowest common knowledgmantically relevant concepts,
among all the peers of the network.

Local mappings between peers with different knog&etepresentations, and their
correctness are prerequisite for the creation afrgemt semantics. Yet, often approaches
to emergent semantics fail to distinguish betwesrm@anent and transient mapping
faults. This may result in erroneously labelingrgeses having incompatible knowledge
representations. In turn, this can further preseich peers from interacting with other
semantically related peérdhis is because, in emergent semantics, peersasse
interactions to determine which peers they wileract with in future collaborations.

This chapter will explore the issue of semantic pia@ faults. This issue has not
received enough attention in the literature. Speadlf, it will focus on the effect of non-
permanent semantic mapping faults on both inclussgs of semantic emergence and
robustness of applications and systems that usargenmappings. Aault-tolerant
emergent semantics algorithm with the ability teisetransient semantic mapping faults
is also provided. The contributions of this chajte: (i) an analysis of the impact of the
semantic mapping faults on the inclusiveness ofaseim knowledge sharing in P2P

! Emergent Semantic depends on the adaptive quetipgoalgorithm. Checking for semantically related
peers are embedded in the method. There is Ihd@ce founrelated peers to interact



systems, (ii) a preliminary solution to the probteaneated by semantic mapping faults in
P2P semantic knowledge sharing systems, and @ijaditative analysis of the causal
links between fault causes and fault types.

The rest of this chapter is organized as follovexti®n 2 provides broad discussion and
literature review about semantic interoperabilitglgem among heterogeneous
information source. Section 3 defines what we niBaa semantic mapping fault and the
types of faults. Section 4 lists sources of sersantipping faults. Section 5 classifies
temporal semantic mapping faults. Section 6 dessribe emergent semantics approach.
Section 7 presents an algorithm to eliminate threnhd effects of transient mapping
faults on emergent semantics (fault-tolerant enrgrgemantics). Section 8 concludes the
chapter and Section 9 identifies directions foufatwork.
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BACKGROUND

In today's globally connected and digitalized wptlee ability to exchange information,
provide services and carry out business worldwaellecome an essential requirement
for many government agencies and departmentsesitgroups, businesses, etc. The
need for transparent exchange of information andgdousiness on the global scale is
faced with thesemantic heterogeneous information representgiroblem among
autonomous and distributed information source pleng.

Existing information sources aseatteredaround the world. They are stored in
repositories located in different government depeartts, research labs, universities,
interest groups, enterprises, etc. The storednmtion is represented heterogeneously
along different aspects. For example, data orin&tion can be in XML files relational
tables, HTML files, RDEdocuments etc. Further, when the same type oéseptation
format is used for storing information, the infoima modeling, the structure and
semantics of concepts used in the modeling may araagng different information source
providers.

An example okemantic differencesould be usinglifferentvocabularies to refer to the
same physical or conceptual object by differendrimfation representations: one's “zip
code” is somebody else's “area code”; or usingsimeevocabulary to refer tdifferent
conceptual or physical real life objects in differeepresentations: a “terminal” for one is
a computer monitor, but a “station” for somebodseel

In the distributed environment, information souptceviders are autonomous. In other
words, information source providers have controthair local information sources.
They could make changes, update, remove or restegaccess to their information

2 http://www.w3.0rg/XML/
? http://www.w3.0rg/RDF/



sources. Consequently, in order for various bissieg and service applications and
systems to be able to cooperate and exchange iafimmin the environment described
above, they need to overcome the barrier of heter@ity between semantic information
representations.

In the sections below, we will delineate how a camrmntology and emergent semantics
help resolve the issue of semantic heterogeneaityraview existing literature on the
different approaches for solving the problem.

Ontology-enabled Semantic Reconciliation

Common ontologieand shared semantics (Gruber, 1993) have beerfarseeimantic
reconciliation, recognizing similarities and enaglinformation exchange to overcome
the representational differences. Knowledge emgsiand domain experts use concepts
from common ontologies to model the area of intefeg. medicine, education, tourism)
where concept meanings are shared and agreed ypoarbbers of the domain, i.e.
individuals commit to the meanings assigned to bakaies used to describe the
domain.

To enable information exchange among multiple imthejent ontologies for the same
domain or among ontologies from overlapping domaansupper ontology is utilized as
mediator. Concepts from independent ontologiesraeped to the common ontologies
and from common ontologies to the other independettlogies. This procedure
continues back and forth and for as much as needed.

Several global ontologies have been constructdddimg OpenCyc, SUO/SUMO,
UNPSC etc (Gomez-Perez, 2004). Despite some ussfulof this approach and the
existing number of common upper ontologies, therpnent problems with this type of
work are the maintenance and scale up difficudesntology domain concepts change
or evolve over time. It is hard to have an ontolagych is comprehensive and highly
agreed upon. Thus, to date, there is no privilegestandard common ontology in use for
any domain.

More recently, contextualization, or use of localaogies, has been suggested by some
authors (Bonifacio, 2002 ; Bouquet, 2003; Ghidas)a strategy for modeling
information sources. Following this paradigm, indual information source providers
(be they Web site owners, operators of peers aneastic P2P network, or database
designers) will annotate their information souraéh semantics in their own ontologies.
These semantics will be provider-specific, andectfthe information provider's
knowledge of the application domain, experiencesubture. This implies a shift from
large and centralized to smaller and possibly semgistributed ontologies.

However, contextualization also imposes new rdgins. Allowing users to create their
own local data representations and semantics raetesogeneous representation
problem, e.g. problem of semantic incompatibilityang the interacting information
sources. To resolve the heterogeneity problemdnable independent and autonomous



information sources to communicate with one angtiverneed to provide semantic
mappings, i.e. translations between semanticaliyee peers.

Local Trandation and Emergent Semantics

Emergent behavior is a well-known phenomenon itolgig physics and (distributed)
computing. For example, several optimization ansvaek routing techniques have been
inspired by the way the behavior of an ant colosiya ahole emerges from local
interactions between individual arftSimilarly, local cooperation between robots in
multi-robot systems for search and rescue opemtias been modeled after the
formation of flocks of birds (Bahceci, 2003).

Inspired by emergent behavior, the approachneérgent semantidss been proposed as
a solution to the semantic interoperability probl@mong autonomous, heterogeneous
information sources with local ontologies. Emetgammantics refers to the bottom-up
construction of interoperable systems, in which aetncally related peers are discovered
and linked together during normal operation ofgiistem --- as part of regular search
and query forwarding operations. Under this apdnpadividual information source
providers provide semantic mappings (so-cadlechantic bridgesbetween their own

local and semantically related foreign informatsmurces (Aberer, 2003, 2004, Larry,
2006; Staab, 2002). This implies a shift from laagel centralized approach to a
decentralized approach with smaller ontologiestdntup construction of emergent
semantic enables consensus reaching on the semahtioncepts used in distributed
local ontologies. This in turn paves the way far kmowledge sharing among
independent and autonomous peers. Emergent Sesiané P2P network is thewest
common knowledgamong all peers’ contextual ontologies in the oekw

The decentralized approach, not only puts the Bt#ygproblem behind, but also if used
with simpler ontologies -- ontologies with less Bxgsive power and less restricted
language -- mainly taxonomy, causes dramatic chamtiee scale of semantic Web
applications and semantic information exchange2if Bpplications. This is because
simplicity encourages users to annotate their médion sources with semantics
(Rousset, 2004), to understand and make use afsoth@ologies.

The decentralized semantic reconciliation appraea@specially attractive for semantic
search and query forwarding in peer-to-peer (P2Byaork (Staab, 2006). This is not
only because the information peers bring to thevoit is heterogeneous and their
meanings need to be reconciled in order to imptbgesearch and query results, but also
because P2P network is dynamic and the decentiajzeroach performs dynamic
semantic mapping.

Using dynamic semantic mapping, concepts that tatesthe query are the only ones
which need to be translated and it is done onlthe.é. during system operation. This

* http://iridia.ulb.ac.be/~mdorigo/ACO/ACO.html



approach suits the P2P dynamic network well amdush preferred over the pre-defined
mappings of all concepts among semantically comuegeers.

Local mappings between peers with different knogéetepresentations, and their
correctness are a prerequisite for the creatiama@rgent semantics. Yet, often
approaches to emergent semantics fail to distihguetween permanent atrdnsient
mapping faults. This may result in the erroneobegliag of peers as having incompatible
knowledge representations. In turn, this can furgimevent such peers from teaming up
with other semantically related peers in the futlit@s is because, in emergent
semantics, peers use past interactions to detemhiieh peers they will interact with in
future collaborations.

The importance of tolerating non-permanent fawtsd known as noise) has long been
recognized in hardware and software reliabilitydgta. Non-permanent faults include
transient, but also intermittent faults (which exeurring transient faults; for definitions
of these terms see Section 3). Methods for coimigpthe effects of non-permanent faults
form an important part of disciplines such as faolkérance (Bondavalli, 1997, 2000;
Pizza, 1998) and evolutionary game theory (seefxegrod, 97; Wu, 1995 for a
discussion of noise in the iterated prisoner'shaiife).

We argue that Web information systems must alsydaté non-permanent faults. This is
particularly true for mission-critical applicatiossach as security and business-to-
business applications. Discarding a viable soufd@eformation, or preventing a valuable
business partner from participating in businessstations just because of transient
faults will negatively impact the level of accuraafythe collected information in the
security case, and could jeopardize potential trdmgains in business-to-business
applications.

Existing Approaches

We observed from the literature review that appneado solve semantic interoperability
problem are somewhat different from each othere &kisting works could be roughly
classified into to four different inter-related s$&s: Local Mapping and Query
Translation, Collaboratively Building Ontologiesta@onsensus Reaching, Pattern
Extraction or Structure Similarity and Tagging &uatial Networks. The names are
related to the way each approach tries to recotftiesemantic differences among
different information source representations. Bel®a short a description of each
approach.

Local Mapping and Query Translation
The underlying working environment for this approas mostly a P2P network and a

common theme among systems belongs to this appre#oé use of local mapping to
achieve some form of knowledge sharing and cooiperatn other words, peers have



their own local representations and local mappingstranslations between local
information presentations are provided to enalflermation exchange among
communicating peers. Examples of systems thathis@approach include Chatty Web
(Aberer, 2003), OBSERVER (Mena, 2000), Piazza (i4gl2003), H-Match (Castano,
2003), KEx (Bonifacio, 2002), Bibsiter (Haase, 2p8dd SomeWhere (Rousset, 2006).
For a short survey about these systems, the readacouraged to see (Mawlood, 2007).

Collaborative Building of Ontologies and Consensus Reaching

An engineering methodology for building ontologylaboratively and reaching
consensus on concept definition and domain conaépation has been suggested by
Tempich ( 2004, 2005). The procedure starts bydinglgeneral core ontology then,
individual users extend the core ontology and addpttheir local needs. After using
the core ontology, users are asked to send feedbackentralized authority regarding
what should and should not be part of the corelogyo The centralized authority will
look after user’s suggestions and updates theamdogy accordingly. Authors of the
methodology assert that after several iteratiors$alle and shared common ontology
will emerge.

Pattern Extraction or Structure Similarity

Distributed Emergence System (DistES) (Fergus, paA8 Constructing consensus
ontologies for semantic web (Stephens, 2001) aaenples of the systems which use
structure similarity among distributed ontologiesblve the interoperability problem.
DistES protocol is based on the evolutionary athamifor discovering and merging
knowledge in P2P environment. Each peer owns lati@logy represented in
hierarchical structure. Peers extend their knogddaly querying other peers, selecting
best result among the query answers and merginsgiketed result with local ontology.
The process of selecting foreign concepts andrigrgoncept relations for integration
with local data is based on their frequency of o@nce in the query answers. Concepts
and concept relation with high occurrence, i.epesped in multiple query answers; will
be selected for merging with local data, those Weather occurrences are ignored. Thus,
the end result information source structure, ineerging ontology, manifests the general
consensus among peers who participated in theactten. Similarly, Stephens (2001)
uses the occurrence rate of concepts and condapbns among multiple, small and
related ontologies used for web annotation to canst merged ontology on the fly. The
newly constructed ontology is then presented tauttes for further refining.

Tagging and Social Networks
The launch of the social book marking Web site idiel.us", the photo sharing service
"Flickr"® and others opened-up a new way of categorizing Mfebmation sources, i.e.
building ontologies collaboratively by large numbef Web users.

® http://del.icio.us/



A network of English words made ntimerous tagsised by independent users for
labeling thesame online documefdrms the basis for ontology creation by thistsigs.
Similarly, usingsame tagy numerous independent users to refer to s@s@urces the
basis for creation of online communities arounchggiommon resources, i.e. share
common interest (Mika, 2005). Currently, serioisdssion and interest have been
devoted to social networking and collaborative dind) ontologies in academia. Several
works following this strategy have been surveye8taab (2005).

We will extend or build upon these existing techusg by eliminating/ reducing the

effect of the temporal mapping faults which confsotihe semantic information flow. In
our system we will try to overcome two fundamempiablems of the existing systems:
the lack of fault tolerance and the inability tgtthguish permanent from non-permanent
semantic mapping faults. The ability to resist seticamapping fault helps in building a
robust system. It also prevents peer's unwarraetedval from future participation on
further collaboration events. This implies anliigent use of peer's past collaboration to
determine future decision on further collaboraiioa best possible way.

SEMANTIC MAPPING FAULTS

In this section we define what we mean Iseaantic mappintault, and identify
different types of faults based on notions fronltfealerance literature.

Faults

A faultis an incorrect semantic mapping, or the failorenep between concepts from
different ontologies. We say that a fault occur@wki) a concept in one ontology is
mapped to a semantically unrelated concept infardifit ontology, or (ii) a concept in
one ontology cannot be mapped to an existing secadlgtrelated concept in a different
ontology.

Formally we can express this definition as folloAssume we have two ontologies O1 =
{C, P, R} and 02 = {C, P, R} where C and Care sets of concepts, P andf sets of
concept properties and R antiaRe sets of relations between concepts. Given two
semantically equivalent concepts or their instahce<C and ¢JC' such that ec’ we

say that a fault occurs if either one of the follogvis true:

« cis mapped to a semantically unrelated concelbsuch that x c.
« ¢ cannot be mapped to a semantically related comteg, i.e. the mapping
process incorrectly leads to nil.

® http://www.flickr.com

" For information on instance data and schemasegfee interested readers to
(http://jena.sourceforge.net/ontology/common-prolddrimi#aBox-tBok
http://www.w3.org/TR/owl-guide/).




The fault-tolerance literature classifies faultsdzhon their duration. Accordingly, we
distinguish between permanent, transient and intemnt faults.

Permanent Faults
A permanent faulis a fault that continues to exist, unless sontside action takes place
to remove its underlying cause.

For example, any attempt to map between two coadep two unrelated ontologies,
i.e., two ontologies from different domains, widlsult in a permanent fault. This situation
will continue indefinitely, unless, e.g., a chamngenade in the mapping semantics linking
the ontologies.

Transient Faults
A transient faultis a type of fault that appears once, and reniaiptace for a short
period of the time.

A transient fault may corrupt the data of a systeut,the system will remain operational.
It is a statistical fault, and it is hard to pradahen exactly it will happen. For example,
the change of a company's stock symbol can rasaltiansient semantic mapping fault,
if either the propagation of the change notificatio related peers or applications is
delayed, or the related peers or applications aable to incorporate the change
immediately.

Inter mittent Faults
An intermittent faultis a fault that occurs periodically. It appeansdshort period of
time, disappears, and then reappears repeatedly.

For example, in a situation where ontology modtfmais not a full substitution of one
ontology by another, it is possible for semanticadllated peers to continue operating. In
the described scenario, there can be intermitgarity.  Faults will occur, because there
are situations, when related peers are unablddgmet the meaning of concepts in the
modified ontologies.

Although transient and intermittent faults manifesty similarly, they are quite different.
While the first one is generated from temporal ¢ooid, the second one is the result of
unstable system. Also, the intermittent fault cduédfixed by removing the unstable
component from the system, but transient faultsiotbe eliminated.

The diagram in Figure 1 is one way that the thypes of errors can be visualized. A
semantic mapping can either be correct (no faulipaorrect (faulty). In the case of a
permanent fault, once the status of the mappinggdgsfrom no fault to faulty, it

remains faulty. For a transient fault, the mappinig be faulty for some time interval. In
the case of an intermittent fault, the status efrttapping repeatedly changes between no
fault and faulty.
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Figure 1 Fault types

4. CAUSES OF NON-PERMANENT SEMANTIC MAPPING FAULTS

In this section, we discuss situations that caseaon-permanent (transient or
intermittent) semantic mapping faults. Our intenti® not to be comprehensive, but to
illustrate the need for handling (either by tolergtor guarding against) temporary
mapping faults. The causes of faults discussedibigldude ontology evolution, query
context and static mapping, temporal nature of,datavailability of data sources, and
misbehavior of peers.

Ontology Evolution

Ontologies evolve as existing components/elemastseplaced with new components,

or components are modified. The evolution of sofenend its consequences on system
functionality has received much attention in thifvgare engineering and database design
communities (Roddick, 1995). Observations abouixswe evolution can also be applied
to the evolution of ontologies. Noy (2004a) haslsd the effect of ontology evolution

on Web applications and concludes that it stromglyacts system operability and the
interpretation of dat&

8 (Noy, 2004b) argues that the issue of versionirdjarlving are same in the context of ontology
mapping. What we see as important is that bothameirey and evolving introduce modifications to the
existing ontology.



There are several scenarios in which differentgygfesemantic mapping faults could
occur as a result of ontology evolution. For insigrthey could occur as a result of either
one or all of the following factors:

» Adding new concepts an existing ontology, e.g. adding a newly disred
class or type of drug to existing relevant ontodsgi

» Deleting conceptfrom an existing ontology. Outdated concepts orcepts that
are no longer used or useful may be deleted framtitology.

* Changes in concept meaniry changed meaning can result in the removal or
addition of a concept relation or property.

An example of a change in ontology by adding nesperties is attaching a concept for
hydrogen as a new type of fuel to the concept Bamoving a relation that links the
concept floppy drive to the concept PC is anotiran®le of a change in ontology, e.g.
for a PC maker who no longer supports floppy driveiss product configurations

Query Contexts and Static Mapping

Static mapping is a mapping without consideratibthe contextin which a concept is
used, i.e. the relations and properties of a candejs aterm-by-termassociation. For
example, if a concept x is mapped statically tatla@oconcept y; mapping will always
produce the same results no matter the context of x

Static mapping may generate faulty answers to geevhen used in different contexts.
This can explained by way of the following example.

Take two concepts (shown in Figs. 2 and 3) frorfed#t ontologies that represent
information abouBtudentsat aUniversityandMembersof aResearch InstituteAssume
the following relations between the two ontologies:

* SomeMembersof aResearch InstitutareStudentof aUniversity, and the
Employerconcept represents this relation.

* The relationship of thResearch Instituteo thelnstituteand the relationship of
Educational Institutdo Institutefrom the two ontologies were as depicted in
Figure 4.

One can see that thniversityconcept from the first ontology and tResearch Institute
concept from the second ontology become semarytiegliivalent, i.e.

University=Research Institute.

This is possible, because timstitute concept from both ontologies can be declareden th
mapping table as equivalent concepts.



Consider the effect of the static mapping frimstituteto Instituteon the following two
gueries:

Qq: List theNamesof all Membersof Institutes

When this query is posed on both ontologies, iedsshat Universitys Institute.
However, consider the second query:

Q: List theNamesof all Members oEducationalinstitutes

The relation Universitys Institute no longer holds, and its assumption wdult in a

fault.

That is, while the semantic correspondance betweenoncepts resulted in a correct
answer to the first query, it resulted in fault foe second query. This scenario is a good
example of afntermittentfault. Every time the static mapping betwédémversityand
Researclinstituteis used, a fault will occur, but not if it is nated. The work of

(Ouksel, 1999) further elaborates on the effecasitext and static mapping on faults.

Figure 2: Representation of the concgptdentat aUniversity

has name

associated with

Member Name

Research
Institute

MemberID

Figure 3: Representation of the concel@imberof a Researcinstitute
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is-a is-a
[ Eduicational Institut} [Research Institut%
is-a

| Universityl

Figure 4: Two Different Institute Concept Represéinhs
Temporal Nature of Data

While in pervious examples we talked aboabhcept mapping faulteoncept instances
could also lead to transient or intermittent faulEven though different researchers have
different views on whether instances should be @laoshtology or not (e.d.acy, 2005;
McGuiness, 2008, an important source of faults during query anssvaluation, not
directly in mapping, involves changes over timéha concept instances. This is true
whether instances are part of ontology or not

The issue of temporal data is of high importancgituiations where data are changing
continuously such as stock prices or weather teatpes. Botlprice in thestock
ontology andemperaturan theweatherontology are properties of concepts whose
instances change over time. A query answer evaltizdd compares temperature values
or stock prices represented in two different orgae may produce different results at
different points in time. Not accounting for tidependency can lead to faulty query
answer assessments.

Assume that there is a network of peers that peowdather information for different
cities, each with weather ontology similar to thabwn in Figure 5. Also assume that we
want to find the coldest city in the network. Qmay to achieve this is by running a
query similar to the following over all relatedie& and subsequently compare the
results:

Q: Find theLocationwith the lowestemperature

If query propagation is delayed for some reasogueries were posed at different times
to each peer, the result will not reflect the carmgeather temperature. This fault is not
the result of differences in semantic represema@@d peers use the same ontology), but
rather due to the temporal nature of the tempegatancept. This fault could be
temporary or permanent, based on whether temponalepts are accounted for or not in
the ontology. Something similar could be said alzogtiery to find the cheapest stock

% see these following links as weltltp://www.w3.org/TR/owl-guide/
http://jena.sourceforge.net/ontology/common-proldgriml#aBox-tBox




price. Other examples related to temporal chanfjeatology concepts are presented in
(Zhu, 2004).

The temporal issue is not limited to the conceptances. Similar issues also apply to
temporal ontologies. However, while the issuesvalé to the temporal schemas have
extensively been studied in Database, the temyswaé is still an open area of research
for ontologies (Gutierrez, 2005, Hurtado, 2006).

Weather

has location has time
has|temperature
(“Temperaury
, :
| I
1 I
1 I
Float String

Figure 5: Partial Weather Ontolodfyy

Unavailability of Data Sources

It has been pointed out by (Gal, 2001) that thegthesf the conceptual schema for
information services possesses special properiiasse include (1) a rapid change of
data sources and metadata, and (2) instabilitgedimere is no control over the
information sources. Thavailability of information sources is solely dependent upon
information source providers. A possible scenagithe temporary unavailability of
information when such information is needed. Tgassibility is particularly acute
during query execution.

Misbehavior of Peers

Correctness of semantic mapping depends on theshooeduct of peers. A peer could
be dishonest or biased in his interaction with ofiers during the mapping process for
reasons such as selfishness and greed. Therarasas/ways through which a peer
could influence the mapping process. These waysded1) not forwarding a query to
other peers during transitive mapping procesg29mot forwarding answers to the other
peers during mapping, and, (3) altering or delayjugries (results) before forwarding
them to other peers. In all of these situationsilapping will be incorrect.

19 Note that this weather ontology is a partial omgyiwith instances



Working in a hostile or uncooperative environmeineg rise to situations where peers
are permanently hostile or uncooperative. This haag to permanent faults. However, in
the case of unintentional misinterpretation or inect implementation of mappings,
faults are produced from “noise-like” actions, andill be correct to assume that they
are non-permanent.

There is some similarity between the informatioarse unavailability described in the
subsection 4.4 and peers misbehavior, but thepatrquite the same. While the former
is caused by information unavailability, the lattesults in the information unavailability.
Thus, we decided to present them separately.

In the above scenarios we need to differentiateden permanent and temporary
mapping faults. The knowledge about different typegults along the temporal
dimension will help us determine when peers shbeléxcluded from further
interaction. This helps in better consensus foromativhich in turn contributes to solving
the semantic interoperability problem.

5. CLASSIFICATION OF TEMPORAL MAPPING FAULTS

In this section, we will re-examine the differeauft causes that have been listed in
previous section to find out under what circumsésneach individual fault cause could
result in transient, intermittent or permanent tguknd classify them along two
dimensions:

» Type As described in Section 3, we distinguish thyges of faults: permanent,
transient and intermittent faults.

» Cause Fault causes were identified in Section 4. Bele,describe when they
occur and identify their associated fault types.

Since we assume that local mappings between omesladready exist, our classification
will focus on what faults may occur duringapping executigrrather than on faults that
may occur because of errors in thapping logi¢ e.g. substituting a concept by its
hypernyms or hyponyms. Hence, mapping faults chbgeneaning and representations
of concepts are not included in this classificatigor this type of fault we refer reader
to (Naiman, 1995; Ram, 2004; Glushko, 2005). Alsmrder to simplify the analysis we
sometimes refer to both intermittent and transiygoé errors as non-permanent faults.

Permanent Mapping Faults
The following situations could result in permansrapping faults:

» Mappingtemporalconcepts without a representation of time constsan the
ontology leads to permanent faults. This is becéersporal ontology concepts



are continuously changing with time. Even if thepmiag process produces (by
accident) some correct mappings without considamdtr time constraints,
eventually the system will fail completely.

» Thedegreeof ontologymodification(versioning and evolution), and whether or
not the modified concepts will hesedin the mapping process, will determine the
mapping result. A high degree of modification ahd frequent use of the
modified concepts may prevent semantically relajgalications or peers from
working with the modified ontology.

» If the system izinavailable the mapping process cannot be performed.
Unavailability may be the result of a network oep#ailure.

* Working in a hostile ouncooperativeenvironment can create conditions where
peers are permanently hostile or uncooperative.

We would like to point out thajuery context and static mappingll less likely lead to
permanent faults. If this were not the case, it audicate that the existing mapping is
incomplete. Hence, a better concept mapping woelcequired.

Non-permanent Mapping Faults

Except from those situations identified in thetfzase, all other situations will result in
non-permanent faults. These situations include:

* A change imquery contextvhich can give rise to intermittent faults. Tras i
because every time an existing correspondence battme concepts, i.e. an
existing static mapping, is used when mapping ¢otexts other than the
contexts for which the relation was defined for.earor may occur.

* A denial of serviceequest due ttemporaryserver crashes or the disappearance
and reappearance of peers which will result inrapermanent fault.

» time constraintsepresented in temporal ontology concepts: eifyg delayis
experienced during transitive query rewritten, @8+ 0_delivary > d_time ,
where (Qsan refers to the time when the query is submittedther peers,
O_deivary refers to the length of time a query takes toppgate from a peer A to a
peer B, and djye refers a point in time where the information ba temote site
is correct, query result evaluator could falsedlpadudes that the query result is
unavailable or nil. Depending on the frequencywény propagation delays this
will lead to intermittent or transient faults.

» Circumstances whemntology evolutiornis not a complete substitution of the
previous ontology, it is possible for related pemrapplications to continue
operating. In this scenario there can be intermitteults. Faults will occur,
because there are situations, where semanticédiedepeers are unable to
interpret the meanings of concepts in a modifieblogy.

11 1f multiple peers cooperate and misbehave inteatignthis will create a different type of
fault known aByzantinefault, which is not considered in this chapter.



Moreover, the ontology modification procedure digs an impact on the fault type.
Modification procedure could result in either (kg tunavailability of the information
source for a short period of time, if the ontolagyocked for updating or (2)race
condition between the information source providet aformation user, if the ontology
user is informed about the change after the matiba. That is, the modification

problem becomes an instance of the unavailabititgmporal problems described above.
From this observation we may conclude that evetglogy modification can lead to a
non-permanent fault.

» Unintentionalmisinterpretatioror incorrect implementation of mappings gives
rise to an incorrect mapping. Since the faultspaoeluced from “noise-like
“actions, it will be correct to assume that theg aon-permanent.

The observations about ontology modification, umabdity and temporal ontology
concepts can be generalized as follows:

» The effect of an ontology modification is not agese as the effect of
unavailability. This is because we assume that fizadiions to ontologies are less
frequent than an information source becoming uralvig.

» The probability of transient faults may be higheart that for intermittent faults.
Again, this is for the same reason.

It is important to note that, in this section, wavé looked at causes of faults one cause at
atime. For example, we studied the effect of gwentext, temporal aspects, and
ontology modification separately. It will be intstang to explore whether a fault can be
the result of multiple causes, and whether we teelistinguish between different fault
causes, when a fault occurs. However, the apprbatiwe will take in the next section

to detect and remedy faults does not require kndgdef the underlying cause. Table 1
summarizes this classification.

Transient Fault Intermittent Fault | Permanent Fault
Temporal One-time message | Frequent message | Unsupported time
Semantic Conflict | delay delays constraint
Versioning and During changes During changes Unsupported change
Evolution management
Query Context and | Unsupported Query| Unsupported Query Disqualify
Static Mapping Context Context
Unavailability of Unavailability > Frequent Unavailability =
Data Sour ces Timeout unavailability infinity
Peers Misbehavior | Misbehavior for Repeated Permanent

short period of time| misbehavior misbehavior

Table 1: Classification of Temporal Faults



6. CRITICAL REVIEW OF EMERGENT SEMANTICS

This section starts by describing the steps usexlibrgnt methods to emergent semantic
as documented in the literature (Aberer, 2003, 2084y, 2006; Staab, 2002). These
steps (shown in Figure 6) are:

1. Peers join a network after finding the first peéthva compatible knowledge
representation. That is, peers establish mappmtigeetsemantically related
peerd?. Subsequently, peers submit queries to theithbeigng peers using
concepts in their own personalized local ontologies

2. Upon receiving a query, each peer starts procesisenguery locally, if the
concepts used to formulate the query are compatiitkeconcepts in its local
ontology, and sends back query results to the quepeer. Otherwise, it
forwards the query to other peers for which theyeha direct mapping, after
invoking the translation facilitator. Query forwdamg will continue, until either
(1) the query reaches the query initidtp(2) the query exceeds a specified
number of query forwards (“hops”), or (3) the titodive for the query message
expires.

3. The querying peer (query initiator) collects albesers returned, arel/aluates
them. If the answers were satisfactory, the quatiator will inform the
neighbors involved about the result. Thus, therentanslation paths will be
informed of the result of a successful qdéry

4. By comparing (mapping) list of query concepts te likt of concepts from the
qguery result, the querying peer could concludkefsemantic relation along the
translation path has been preserved. The senm@eBervation is used to increase
(decrease) peers confidence in their immediatetyeoted peers. For mapping
guery concepts to the concepts of query answerasgeraffinity between
concepts should be defined and used by mapping@gsod-or example, the
semantic affinity of {1, 1,=, 0O} between two concepts could be defined as
{0.5, 0.5, 1, O} respectively. Similarly, peersubd use satisfaction
(dissatisfaction) of the query answers to rewatthigh) their directly connected
peers. The latter case is more appropriate foatstn where emergent semantics
is not the issue of the concern. Combing both desdmethods also possible.
Query semantic would be considered preserved kieff)concepts in the query
did not drop during semantic mapping chain, andtfg average value of the
semantic preservation were greater than or equalrtee threshold. The value of
the threshold could be set by system administratbere higher value means that
higher semantic affinity between concepts of query query answer is required.
Query answers could be considered satisfactohelf meet query constraints.

12 peers join the network by crafting their own maygsi Thus, it is reasonable to assume
that they start with correct mappings. It is whatotogies change or evolve, mapping
faults become a serious issue. Similar assumpdiomaide by (Robert, 2005).

3 The query must stop here, otherwise an infinitevéding loop would be possible.

1 A successful query result implies a successfuesesf mappings.
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(Mapping Establishment) Y

Query Translation 1
and Forwarding

3. Answer Evaluation

Figure 6 Main Steps of the Current Emergent Sernd&hticess

The described steps could be conceived as a proteesstructing a directed graph,
where anytime a local peer P encounters anothemfedbat provides a correct answer to
its query, i.e. a peer with a comparable semaapecasentation, the existing semantic
mapping between these peers will be further reagfdr That is, semantically related
peers are discovered and linked to each other gltinennormal operation of the system --
- search and query forwarding. Figure 7 depicthsugraph. In the Figure, the
highlighted peer is the query initiator, labelstba links represent a mapping from
source to target and semantically related peersameected by a link. The graph will be
used by peers for future collaboration, e.g. wimdtiating or forwarding a similar query.

the Initiator peer

Figure 7 Semantically Related Peers Without Tergeaalt Handling



The graph is a snapshot of a network where peerscamected by semantic mappings.
The whole graph is not stored at any peer in theond, it is a distributed graph. Each
peer in the network has knowledge through the denfie value of its out-going

mapping links to semantically relevant peers. Hovepeers could store the whole graph
locally, if they decided to do so, by integratimgdign concepts into their local
knowledge repositories. Example of integratingfgn concepts into local knowledge
representation is described in (Castano, 2003).

A fundamental prerequisite for the creation of dliescribed semantic graph is the
existence ofocal mappingshetween peers with different ontologies anddteectness

of those local mappings. Thus, when peers are artaldnswer queries or provide
correct answers to them, how this failure is hashdien become a source of problems.
We need to make a subtle distinction between pegntaand non-permanent semantic
mapping faults or risk the erroneous labeling @rpas having incompatible knowledge
representations.

To give an idea of the consequences of erronedaiséling peers as incompatible we
consider the effect on the number of outgoing magpinks each peer has to other peers
in the network. We will consider two cases:

Case 1 In this case, one of the peers on the mappingysst to answer the query has
only oneoutgoing link. By mapping path we mean the chditramslations used to
produce the query result. Figure 8 representtse, where peer B the query
initiator, peer Rthe peer with one outgoing linkdMand all links from peerg, from
different paths participating in query answersmatd to the initiator peer;P Small
circles on the edges of the graph indicate thatiplelpeers participated in forming the
results.

It should be clear from Figure 8 that unless thetesy can distinguish between transient
and permanent mapping faults, if the mappingdétween PeeriRand peer R is not
successful, even only for a short period of timeeer®R will conclude that the outgoing
mapping link M is not entirely reliable, that is, its confidennahe outgoing mapping
link M will be reduced.
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Mp4
Figure 8 A Peer on the Mapping Path with One Ouatghink

This is because even a temporary failure of a nmaplok, My results in incorrectness
of all paths MR, MP,, MP; and MR, following that mapping link. That is, mapping
faults are dependent. Hence, all the results atgohfrom peer Pwill be considered
incorrect for a particular query. Based on (¥) ¢thrrent state of the link M, i.e., its
prior value, and (2) the rate of fault occurremeer R and all other peers on the
mapping paths going through pegrcBuld be excluded from participation in emerging
shared semantics.

Case 2 In this case, we are considering a situation wiesrs have k outgoing mapping
links and k > 1. Figure 9 represents this casshdivs that pPhas three outgoing
mapping links {Ma, My, ,Mys}. Hence, the decision on the reliability or thuetthiness
of the outgoing link M does not depend entirely on the outgoing link,Ms it was the
situation in case 1. Nonetheless, not distingngibetween transient and permanent
mapping faults, i.e., treating the mapping link & permanently faulty, will have an
impact on the perception about the correctnessenbtitgoing mapping link M

A\
%Mkz
M1

M2 MK1

ng

S .
Figure 9 Peers on the Mapping Path Have Multiplegg@iag Links



The wrong perception about any outgoing mappinig livhen peers have k outgoing
links, could impact the way subsequent querieslvaltouted. Consider the situation
shown in Figure 9. If the original trust in the going links M, and M, were X and Y
respectively and X-Y = d, then, if a transient faurl the mapping link M downgrades
the trust value of by a value Z, where Z > d, the peeill favor M, over M, the

next time it needs to forward a query. This, couidurn, isolate other peers from
participating in future collaborations, and lowee fprecision and recall of query results
because of a lower number of peers participatirgnswering the query.

These cases lead us to believe that a completeneraenergence between independent
and heterogeneous ontologies is not possible witloberating temporary semantic
mapping faults. In the next section, we will propassolution to non-permanent
semantic mapping faults for emergent semantics.

7. Fault-tolerant Emergent Semantics

Not all existing fault recovery techniques, e.gedtpoints, rollback, and error log
analysis are appropriate for P2P networks. Sontleeoéxisting solutions are difficult to
implement and others are not appropriate for timteod of semantic mapping.

We propose a solution to detect and correct nomaeent semantic mapping faults. Our
solution is simple in concept and easy to applis Hased on theme redundancy
technique, which is well-known in the fault tolecarliterature (Anghel, 2000; Avizienis
1995; Dupont 2002; Paradhan , 1996).

In this context, we refer to the replication ofieeqy and checking for the query answer
consistency as time redundancy.

Time Redundancy

Software fault-tolerance can be accomplished throagious methods including
information, component and time redundancy. Theoghof time redundancy is more
applicable than component redundancy (N-versiograrmming) and information
redundancy in the semantic mapping context. THi®@uUSse peers are autonomous, and
no peer has control over another peer's fault ragndhechanism. More importantly, in
the context of semantic mapping, we are talkingiépeers sending queries to other
peers and not getting correct responses. Hencendeappropriate way to determine
whether a fault is permanent in such a setting re$end the query.

The time-redundancy technique can be used to adidtfderance capabilities to
semantic mapping-based systems in at least two:Whygquerying the peer service
provider more than once at different times and caning the obtained results, and (2)
preparing a test query for which the querying pe®ws the answer. In both of these



cases, the query initiator can directly verify wiestthe related peers executed correctly
(Papalilo, 2005).

Proposed Algorithm

The procedure of our proposed algorithm for tolagahon-permanent semantic mapping
faults comprises of two main parts: fault detectaowl fault recovery. The algorithms

steps are:

1) To detect faults, peers will be tested with a régeguery as follows:

a)

b)

Submit K sequential queries in place of one quegryetime query
submission or query forwarding is performed. Quedre separated from
each other by a tim& For instance, if K is set to 2 then the origirery
and its clone will be separated ®yime. That is, the second query will be
posed atg¢t+ 6, where § is the time for initial query andlis the delay time
between the two sequential queries. The systengmersdetermines the
maximum transient-pulse duratiérthat the system must tolerate. It is a
system variable, and characterizes the lengtheofithe which system is
guarded against the negative impact of the tranfaaitt. That is, faults
occurring during the transient-pulse period wilVéano impact on the
system operational.

Query answers from replicated queries are comfarezbnsistency. The
inconsistency among answers for the same quergegiding criterion for
the transient fault occurrences. The consistenegkihg leads to the
following two cases:

(1) If query answers were consistent and incorrect then
querying peer concludes that the queried peecapable
of providing an answer to the query. Hence, it is
permanently faulty relative to the posed query.

(i) If query answers were inconsistent, then a tram$aerit
must have occurred, and an action should take ptace
eliminate its negative impact.

The consistency relation is a system-defined @tathn example of consistency
relations between two answerg, And A is {1, [, =} where answers 4 [

As; means that Ais less general thansé\ As; O As; means that 4 is more
general than &and A; = As; means that A and Aiare identical.

2) A transient fault recovery action compsiswo steps:

a) Query answer cancellation. If a transient fauttesected, the infected query
impact on the semantic relation between peers dhmiignored. This is
achieved by sending a cancel signal to the peénptiginally initiated the
query. This signal indicates that answers resuftiogy the query should be



ignored. The cancel signal has one parametgueay-id The query-id
identifies the query for the semantic mapping unadeestigation. As each
peer returns the cancel signal to the peer it vedeihe query from, the signal
reaches the query initiator and the result of ayjuéth the query-id in the
cancel signal will be ignored. The result of quetly be ineffective on
grounds of the trust peers have in their outgaimksl

b) Query re-submission. In order for queries to recdrem the impact of the
transient faults, query re-submission needs to pékee. This happens after
waiting for A, length of the time from the last time a transi@odt is detected
and query re-submission could take place. Theygeesubmission can be
repeated up t& times. The\, value and theaumber of query retrare
system parameters. These values will be set bgmyatiministration in such
a way that a system will maximize the recall fag tbast additional queries.
These values could be determined experimentallgthBy Yinglong et at. (2007),
suggests that ontology update notification in dsted systems should be
enforced and performed within a time window. In lgiger case tha, value
will be set equal to time constraint.

We can make the following observations about tlgergéhm:

* Query consistency checking could be accomplishedandifferent ways: Central
Checking and Distributed Checking.

(i) Distributed Checking: when peers receive idmitqueries separated
from each other by time, they can use this knowledge for testingrthei
immediate neighbors on the mapping path. Thishglbone by
comparing query answer results. An inconsistencgragiguery answers
would be an indication of transient faults.
(ii) Centralized Checking: the querying peer wéteive all answers for
repeated identical queries. That is, the queryegy wvill receive a number
of answer sets of different size and checks fosmdency by comparing
the answer sets. An inconsistency among answewsetisl be used for
transient fault detection.

There are tradeoffs for each approach. In theibliged fault detection
approach, peers are required to perform some &xicionality, and send an extra
message once a fault has been detected. In thalcasd approach, a new policy for
guery re-submission and out-going mapping link melaunishment) could be
adapted. For example, queries could re-submit whign the all answers of the first
guery were wrong resulting in a reduced number @ésages exchanged. However,
the heavy computation that has to be done on qugpger and computation
capabilities of existing peers will not be used.

* The impact of submitting multiple queries in pladene query on the level of
the confidence peers have in their out-going magppnks has to eliminate. This
could be done by assigning unique IDs to queriadtiMe queries with the same
ID will be treated as one query. A querying peélmeward (punish) an out-



going mapping link only once for receiving multigaswers from multiple
gueries with same query ID.

» Re-submitting queries in working environment witbduent transient faults
could end-up repeating queries forever. To coph thiis situation, our proposed
solution will tolerate up to x transient faults, evk x is a system variable whose
value is determined as a ratio of queries to tearidaults. Peers need to do some
extra computation and book keeping works in ordetdtermine the value of x.

» All peers run the same algorithm, and they updaté tonfidence value in out-
going mapping links based on the results they oldtaim their own queries. The
updating policy could be changed by requestingyjngrpeers to propagate their
acceptance (rejection) to query answers along dqgping path(s). This will help
peers along the mapping path to update their cenéid value in their out-going
mapping links, based on the use by other peers.

Figure 10 shows a diagram of our proposed solutitrere K = 2 and the delay between
gueries i$. The two arrowsAsl andAs2 represent the query answers. In a case when
there is no answer to a query, the arrow represkatsme-out signal from the system
clock. Having each peer check and capture tranmapping faults, we will build a
robust system where the chances for expelling geerson-permanent semantic
mapping faults are minimized.

Q t = tO Q1
Peer n—k yANSY Peer n—k+1
0+ A 4

Q2

a. Peerl sends two queries to Peer2 seperated by & time.

v

\ Peer n—k+1

Asl

cancel(query—id)

As2

b. Peer 1 receives an answer from Peer2; compares
anaswers and take actions accordingly.

Query evaluator component

Figure 10 Query Replication and Answer Consistédlegcking Steps

The algorithm is valuable, not only because iingpde in concept and easy to apply, but
also because it is capable of detecting a ranfguttt without the need for knowing the
causes of the faults. However, the algorithm imtrease in the number of messages
exchanged, could increase in computation time atichot detect all faults (e.g. faults
caused by static mapping and context will not leated).



Alter native Approaches

A key element for fault-toleranceisdundancyThat is, additional resources to provide
capability for detecting/tolerating faults whichlwiot be used if the fault-tolerant were
not required (Laura, 2001). In the following weadaliss briefly some alternatives to the
described time redundancy technique.

Inspired by hardware redundan8gftware Redundandgchniques have emerged to
tolerate software faults. It encompasses additisafilvare programs, components,
modules or codes in the system to support faudrémice. Software redundancy could be
used for tolerating software faults originatingrnroequirement specification, design
and/or coding errors. Different versions of the eawoftware with the same functionality
would be developed by different teams and possibtiifferent programming languages.
Each software version would run on a separate machiith same input. The program
outputs are then compared for consistency.

Performing multiple computations in a dynamic eanment such as P2P semantic
knowledge sharing systems is difficult and subjedermination, thus depriving peers
from opportunities to produce responses. A readeraternative would be the
duplication of critical variables and/or blocksaafde and comparing the output of these
code blocks and variables at different stagesegttecution of the same program.

Information or data redundanggome times grouped with software redundancyizesl
diverse data, i.e., variations in the input formastructure, to assist in fault tolerance.
A data re-expression algorithm could be used t@egd¢a multiple formats of data with
same content but different representations. Thergéed data, multiple identical queries
in the context of P2P semantic knowledge sharistesys, is then used as input into
different versions of the same programs or, so#veamponent, for detecting and
tolerating faults.

One more way to enable P2P semantic knowledgenghsystems to be fault-tolerant is
by using themajority voting techniquea well-known technique used for determining
consensus outcome from the results delivered byipreicomputation sources. Consider
the P2P semantic knowledge sharing system presenkégure 11, where nodes
represent peers, links represent mapping among peedrdirected paths represented
guery answers to the quegy initiated by peeA.
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Figure 11 Multiple Answers Use Voting for Consensus

The selection (de-selection) of a query result agnonltiple results returned from
different translation paths lguery initiatorcould by done using simple majority voting
technique. The voting technique here would sereetpurposes: (i) reduces number of
answers to one answer, (ii) increase the configl@mthe query result since it is been
asserted by the majority of mapping paths, afidificreases the trust in the decision
that will be made about correctness of the out-gonapping links.

In summary, there are various techniques for imipigpgystem fault-tolerance capability.
Some of these techniques are well-known for hagdhults in certain situations. As
discussed above, the time redundancy, softward bémtundancy and voting techniques
are more suitable than others for adding faultréoiee to the P2P semantic knowledge
sharing systems. Developing software, time anormétion redundancy based
algorithms for tolerating faults in P2P semantioktedge sharing systems, and carrying
out empirical studies in order to determine thd pessible usage of redundancy
techniques for tolerating faults is a significaabtribution to the science.

CONCLUSION

In this chapter, we identified one of the shortaogsi of existing research on emergent
semantics: current approaches fail to distinguetivben permanent and transient
semantic mapping faults. Instead, they treat alt$aas permanent.

We identified a list of different situations thatudd cause non-permanent semantic
mapping faults and classified them along temparakdsion.

We demonstrated that it is difficult to reach a ptete state of emergent semantics
among independent, heterogeneous and distributatidatologies, unless the system
can eliminate or reduce the impact of temporaryas#io mapping faults. The reason is
that treating all faults as permanent may resulhéerroneous labeling of peers as



having incompatible knowledge representations, Wwhecuces the number of peers that
can participate in emerging shared semantics.

We proposed to solve the lack of fault-toleranagbfgm using standard techniques from
fault-tolerant discipline. The proposed solutiorpioves the opportunities for emerging
more agreeable semantics, as a higher number f wéEbe available to participate in
emerging shared semantics. Teaming up more sexalintielated peers with one
another also could enable query answers with highesision (recall).

9. FUTURE RESEACH DIRECTION

In addition to the demand for augmenting faulttafee capability, we believe that
having more intelligent peers than those used ireatiemergent semantics system is
another viable and open research area. Peersipatitig in the emergent semantic
could be equipped witlearning capability. They could make use of the discovered
semantic affinity between their own concepts amtept from other peers’ ontologies
for better query routing answering.

Storing networkocationsof foreign concepts that are identified, during@yuprocessing
and answering, as complementary concepts or piepéa the peers’ own concepts,
constitute the learning capability peers lack todApother important learning issue
would be aligning or integrating semantically rethforeign concepts into local
ontologies. Peers should preserve their statee 8taintenance refers to the endowment
of peers with the ability to preserve the knowletigey acquire from the interaction with
other peers in the network between sessions,ateiden peers disconnection and
reconnection to the network.

Investigating emergent semantics system performancdd be another important issue
to be considered in future research. This inclddgbler study on query answer caching,
overcoming point-to-point semantic mapping limipatwithout the need for query
broadcasting.

Studying the effect of non-permanent semantic nrapfaults in areas such as consensus
formation, semantic Web services and semantic reggmt is an important matter worth
investigating.

We consider the above-mentioned issues to be vaatilepen research subjects which
need further study and attention from research conines.
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QUESTION FOR DISCUSSION

Define the semantic heterogeneity and semanticopégability problems.
Define the concept of semantic reconciliation.

What are semantic mapping faults?

What is the difference between a semantic map@nty &nd aemporalsemantic
mapping fault?

What are advantages/disadvantages of common upp#ogies?

What are advantages/disadvantages of local onad@gi

Why do some researchers prefer simple, less expeesstologies over complex
ontologies for open and dynamic environments?

o
No o PWN!“%'

Inter mediate:

1. Name two consequences of failing to tolerate terp®mantic mapping faults.

2. How could peers extend their local ontologies usireggproposed fault-tolerant
emergent semantics?

3. Can you think of causes of temporal semantic rmpfaiults other than those
described in the chapter?

Advanced:

1. Can you describe a technique, other than time @y, to solve temporal
semantic mapping faults?

2. Using the provided algorithm, is it possible tontfy precisely the cause of
temporal faults any time a fault occurs? How imaotts that?

3. Should we design a set of criteria for selectingrganswers, and what are they?

4. How would you measure the effect of non-permanemtastic mapping faults on
emergent semantics?

5. Create a simulation model for transient semantippimay faults?
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