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ABSTRACT

While biology has inspired much of the vocabulary in com-
puter security, biologically-inspired security remains a con-
troversial research strategy. This panel was convened to
address the issue of biologically-inspired security by raising
the question of whether there is anything left to learn. The
discussion at NSPW touched on many issues, ranging from
the nature of evolved and intelligent systems to whether any-
thing in security works. The final consensus, however, was
that while there may be promise in biologically-inspired de-
fenses, we need to clarify our goals and develop better eval-
uation methodologies if we are to see further successes in
such approaches.

1. INTRODUCTION

Although the language of computer security is dominated by
the metaphors of war, biology has had a significant role in
shaping the language of the field. From viruses and worms
to immune systems and self-healing software, living systems
have been held up as examples of what to fear and what to
imitate. The question for this panel discussion was what is
the future of biology and computer security. Specifically, as
computer security experts, what more should we learn from
biology, if anything at all?

This question is difficult to address because of the broad
nature of the topic; however, there are three basic positions
to be taken:

1. We've learned all we should from biology.

2. We haven’t learned enough, our methods and technol-
ogy should be further informed by biology.

3. We’ve borrowed too much, biology has mislead us as
to the proper solutions to computer security problems.

In the rest of this document we present these positions as
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they were presented at the start of the panel discussion at
NSPW 2007. These simplified, somewhat extreme view-
points then served as the basis for a lively discussion that
illuminated several facets of biologically-inspired security.

The rest of this paper proceeds as follows. To provide appro-
priate context for the panel discussions, Section 2 presents
background material on the interactions between biology
and computer security. Sections 3—5 present the three initial
positions taken by the panelists. Section 6 summarizes the
subsequent discussion, and Section 7 concludes.

2. BACKGROUND

Biological systems have long inspired computer scientists.
Biological inspiration in computer security dates, at least,
to the coining of the term “computer virus” in the early
1980’s [5]. While self-propagating malware has clear lifelike
properties [24], in contrast, currently used defenses are not
very biological in flavor. That is not to say that the ideas and
mechanisms of biology have not influenced the development
of computer defenses. We classify past efforts into three
broad categories: computer immune systems, diversity, and
autonomic computing. In the rest of this section, we describe
past work in these areas and how they have been informed
by biology.

2.1 Computer Immune Systems

The most potent metaphor has been that of a “computer im-
mune system.” Natural immune systems are able to respond
to novel threats autonomously and effectively, something
that no current computer defense mechanism can do reli-
ably. Natural immune systems, particularly those of large
mammals such as humans, are remarkably complex systems
that are only incompletely understood. Thus, “computer
immune systems” are not complete copies of whole natural
immune systems; instead, they are excerpts that have been
simplified and translated.

Much of this metaphorical translation has taken place at the
level of architecture: many researchers (e.g., [6, 8, 19]) have
proposed agent-based systems in which individual agents
function analogously to the various cell types of the human
immune system. What has been more influential, though,
has been work on translating specific mechanisms and strate-
gies. For example, the negative selection algorithm [11], an
abstraction of how detectors are generated and used in the
human immune system, has been applied to the problem



of detecting viruses [11], detecting anomalous network con-
nections [15], and in large part has given rise to the field
of Artificial Immune Systems (AISs) [7]. It is important to
note, though, that work in AISs has largely shifted away
from computer security. This shift is primarily because the
key properties of the negative selection algorithm, redun-
dant detectors that can be used in a distributed, decentral-
ized manner, are not properties that are useful for computer
defenses, at least as commonly envisioned.

Another immune system metaphor that has been influen-
tial has been MHC virus detection mechanism [23]. MHC
molecules display fragments of “running code” (protein frag-
ments, or peptides) on the surface of each cell for passing
T-cells to inspect. The detectors on T-cells are negatively
selected such that they do not match most normal peptides.
Thus, when the detectors on a T-cell match the presented
peptide, the T-cell concludes the cell is running code that it
shouldn’t and kills it.

Forrest [10] first proposed that short sequences of system
calls could be a peptide analog and be used to detect secu-
rity violations in the form of unusually-behaving processes.
This work has inspired a large amount of follow-up work,
primarily in the form of applying “sequence-based analysis”
to other data streams [25] and in developing alternative tech-
niques for modeling system calls [21]. The development of
mimicry attacks [28], in particular, has inspired researchers
to look into more precise ways of characterizing program be-
havior [9]. One noticeable pattern in the literature is that
while program-level anomaly detection was first inspired by
the immune system, current work in the area does not draw
upon biology, except as a metaphor for styles of attack.

In addition to these, there has also been work in applying
immunological “danger theory” to computer security [3, 14]
and concepts from the innate immune system [26]. To date,
however, such work has had limited influence on the com-
puter security community.

2.2 Diversity

It has long been recognized that diversity can improve the
robustness of computer systems; methodologies such as n-
version programming [4] traditionally have been of inter-
est more to the fault-tolerance community than computer
security experts. Over the past five years, though, many
researchers and security practitioners have recognized the
dangers of a “software monoculture” [13], one where an over-
abundance of a single software platform is susceptible to at-
tacks much as fields of a single variety of plant (e.g. wheat,
potatoes) can be destroyed by a single virus or parasite.

In living systems, diversity is maintained primarily through
two processes: sexual reproduction and speciation. Sexual
reproduction allows a population of similar individuals to
combinatorially recombine different characteristics so as to
create unique, but similar, individuals. Speciation, on the
other hand, allows populations to split and diverge, thereby
increasing the overall diversity in an ecosystem.

While the problem of diversity in computer systems has
been framed in biological terms, the solutions have not.
Since first proposed by Forrest [12], efforts to secure sys-

tems through automated diversity mechanisms have focused
more on randomized implementations (of memory layout [2]
and instruction sets [1, 16]) than on functional diversity—
systems that have different purposes and specifications, not
just implementations. However, diversity-introducing mech-
anisms such as address space layout randomization (ASLR)
[20] have proven to be useful mitigation mechanisms and are
now part of Windows Vista and many Linux distributions.

2.3 Autonomic Computing

The term autonomic computing [17] refers more to a dream
than a specific technical proposal. The dream is for comput-
ers to maintain themselves with minimal human assistance,
much as living systems are able to do. A part of such self-
maintenance would be the ability to automatically detect
and respond to security violations.

While the goals of autonomic computing are biologically in-
spired, most proposed solutions have their origins more in
standard computer science than in biology. For example,
efforts at self-healing software (a necessary component of an
autonomic system) are based on fault tolerance expertise as
well as technologies such as thread-level speculation, check-
points, and error virtualization [18]—technologies that have
no clear biological analogy.

One hallmark of autonomic mechanisms in living systems is
that they are based on multiple, interconnected regulatory
feedback loops. The complexity and potential unpredictabil-
ity of highly-coupled, nonlinear systems makes engineering
analogous systems a process of trial and error, at best. One
early effort to use low-level, incremental feedback for secu-
rity purposes was pH [22], a Linux kernel extension that
delays unusually behaving processes, as determined by their
system call-level behavior. Twycross and Williamson [27],
with their virus throttle, showed that delays can be an effec-
tive security response without adaptive feedback. It remains
an open question whether multiple interconnected feedback
loops, in the style of biology, can form the foundation of
practical, effective security mechanisms.

3. POSITION: WE’VE LEARNED WHAT
WE NEED

One view to take on biologically-inspired security is that
we've already learned what we need. As discussed above,
we’ve already borrowed at least three concepts from biology:
anomaly detection and response, diversity, and autonomic
computing. These ideas, now divorced from their biologi-
cal origins, continue to guide the work of many researchers
and developers. Over the past decade, though, actual bio-
logical concepts have had little impact on computer security
research and practice.

One potential reason for this lack of inspiration is that the
implementation details of living systems are just too dif-
ferent from computer systems. Even if we want to imitate
biological properties, we are better off ignoring how biology
achieves these goals as they will not provide adequate solu-
tions to computer security problems. To this end, consider
the known weaknesses of both negative selection (limited
anomaly detection performance) and sequence-based detec-
tion (mimicry attacks), arguably two of the most successful



biologically-inspired algorithms. Further work on borrow-
ing detailed mechanisms from biology are likely to lead to
similarly flawed defense mechanisms.

In contrast, consider the relative success of the higher-level
ideas: the field of program-level intrusion detection remains
quite active, and program randomization mechanisms are
now part of mainstream operating systems. Indeed, the en-
tire field of autonomic computing is built upon this philos-
ophy of being inspired by biological capabilities but not be
limited by biological implementations.

In other words, the high-level metaphor of biology is helpful,
not the details. But if this is the case, then we’ve already
learned what we need to know: we know the metaphors,
and we are actively developing systems that exploit such
metaphors. Looking for further inspiration to biology, then,
is just a distraction from the main problem of building better
computer defenses.

4. POSITION: WE’VE JUST SCRATCHED
THE SURFACE

The view that “we’ve learned what we need” from biology
misses the larger picture. Living systems are like an alien
technology: they can do many things we don’t understand,
and they do so in almost magical ways. Some of the things
living systems do, such as reproduce on their own, are gener-
ally not what we want our computers to do. Biological sys-
tems, however, have amazing capabilities that we haven’t
begun to replicate: self-defending, self-healing, self-aware
systems that are massively parallel and fault-tolerant. Biol-
ogy should not be dismissed so long as the gap between the
natural and artificial remains so large.

Another reason to learn from biology is that many of the
solutions used by living systems are “evolutionarily stable,”
meaning that they are robust to attacker innovation. Species
adapt to new pathogens, and even when individual species
get wiped out ecosystems survive all but the most severe
disruptions. Biology has been engaged in “arms races” for
millions of years: given the adaptive and creative power of
evolution, solutions that come of of this process should be
robust, even in the face of intelligent adversaries. After all,
it is evolution that created intelligent adversaries in the first
place!

If we wish to take advantage of what biology has to offer,
we need to translate biological concepts and mechanisms to
computational ones. There are three steps to this process:

1. Identify a property of living systems that we wish to
replicate.

2. Understand how living systems achieve this property.

3. Translate the biology into computational mechanisms
(i-e., choose the right metaphor).

Many properties of living systems that preserve their “secu-
rity” have not been studied in the context of computer secu-
rity: camouflage, risk assessment (fear), context-dependent
trust (friendship)—these are just a few possibilities. Fur-
ther, for virtually all significant biological properties, we

don’t understand how they are achieved: pathogen defense,
homeostasis, self-repair—these are all still being actively
studied by biologists. (Consider how different the world
of medicine would be if we understood how these mecha-
nisms worked!) And, for the translations, only a few have
been tried: are we really sure that we’ve found the “correct”
translation of MHC, for example?

We have a very long way to go before we’ve achieved par-
ity with living systems, and there remain many avenues to
explore on the path to replicating biological capabilities.
That’s why we’ve just scratched the surface of biologically-
inspired security.

5. POSITION: WE’VE BORROWED
TOO MUCH

It is true that there have been positive developments in se-
curity that owe some debt to biological inspiration. It is
also true that there remain significant gaps between what
biological systems and computer systems can do from a se-
curity perspective. However, it is also true that past work in
biologically-inspired security has, in turn, inspired a lot of
poor quality security research. Further, by looking to biol-
ogy we are studying speculative approaches that are highly
unlikely to lead to better defenses, while overlooking feasible
solutions that address the real threats that computers face.

If one looks at the evolutionary computation, machine learn-
ing, and artificial immune system literatures, one can find
a number of papers on security that would never be pub-
lished in a respectable computer security venue. Typically
these papers report work on moderately interesting algo-
rithms; however, the evaluation of these methods is spotty
at best—experiments using insufficient data, comparisons
against inappropriate benchmarks. Biologically-inspired se-
curity opened the door for experts in other domains to try
their hand at security. As the authors are not experts in se-
curity, they do not know what good security research looks
like. The result is many papers purporting to address se-
curity problems but making negligible contributions to the
field.

The problem with biologically-inspired security, though, ex-
tends far beyond this exposure to the “unwashed masses” of
non-security researchers. The key limitations of biologically-
inspired security is that biology does not provide the guar-
antees that we want and need, and for security guarantees
that are maintained, they are provided using means that we
cannot (or do not) want to adopt.

Living systems, at a low level, do not keep secrets, yet we
value privacy and secrecy in most security-critical applica-
tions. Living systems treat cells and individuals as dispos-
able; for many security-critical systems, such as military
computers and financial systems, routine breaches of indi-
vidual machines is not acceptable. Further, living systems
just need to survive; we, however, want our computers to
perform specific tasks. In these and other ways, we want
our computers to be different from living systems.

As for desirable properties such as self repair, self-organ-
ization, and self-defense: these are properties of systems,
not of individual mechanisms. In order to get the guar-



antees of living systems, we will likely have to implement
most of their mechanisms. But living systems are very dif-
ferent in substrate and are staggering in complexity. Even if
we successfully copied biology’s mechanisms, they wouldn’t
necessarily work properly when translated, and that is as-
suming they were appropriately translated. And because of
the highly nonlinear, feedback-driven, “spaghetti-code”-like
structure of living systems, debugging the resulting system
would be a nightmare.

In contrast, as any survey of the current security literature
will reveal, there are a number of promising security solu-
tions that have no connection to biology. These solutions
address the requirements and constraints of real systems,
and they are solutions that we understand.

While biology may be useful for inspiring metaphors, it is a
siren song that distracts researchers from more productive
approaches. Enough damage has already been done—we
should move on.

6. DISCUSSION

During the panel discussion each of the three panelists pre-
sented one of the aforementioned viewpoints, followed by an
interactive exchange of ideas and opinions. One surprising
pattern in the subsequent discussion was that most NSPW
attendees looked favorably upon biologically-inspired secu-
rity. Even the most negative did not dismiss the approach
out of hand. Rather than debate the issue as presented,
the focus of the discussion instead was on problems in cur-
rent approaches to security, the extent to which biologically-
inspired approaches could hope to address these problems,
and the barriers that prevent biologically-inspired mecha-
nisms from being developed and deployed. These views are
discussed in further detail below.

6.1 The State of Security

While some laypersons may believe their systems are suf-
ficiently secure, security experts realize that even the best
maintained systems are still remarkably vulnerable to at-
tack. As was noted during the discussion, “nothing in secu-
rity works”—even combinations of all available technologies
cannot provide robust protection at an acceptable cost (in
terms of administrative effort and end-user usability). Some
attendees argued that given this situation, unconventional
security proposals should be given the benefit of the doubt.

Computer security is a very young academic discipline and is
even younger as an area of commercial interest. In contrast,
biological systems started simple and grew complex over a
very long period of time. Various branches of engineering
proceeded through a sequence of failures before becoming
increasingly reliable and useful. Thus we should not be sur-
prised that current security solutions are inadequate.

6.2 The Knowledge Gap

Specialization is an essential part of modern research—there
is simply too much for any one individual to learn. Too much
specialization, however, can also impede progress. Achiev-
ing the right balance between “holistic” and specialist re-
search strategies is particularly difficult when bringing to-
gether fields as different as biology and computer science.

The gap between them is so large that specialists in either
field often lack the necessary background to see the utility
of collaboration. Such knowledge gaps are not necessarily
symmetric, however. Consider the training required to de-
bug and fix the state of a human (medical school) with that
required to fix computers (vocational computer training).
Thus, there may in fact be a bigger burden on computer
scientists working with biological concepts than those going
the other way.

A natural strategy for addressing such gaps is interdisci-
plinary collaboration. Even so, scientific communication still
must be based upon a foundation of shared concepts and
shared language. Differences in vocabulary are always an is-
sues in interdisciplinary work; with computer security, how-
ever, we have the additional challenge that we don’t neces-
sarily agree on the basic concepts within our own discipline.
While there is much uncertainty in some parts of biology, bi-
ologists do have the foundation concepts such as evolution,
cells, and the genetic code. What are the equivalent funda-
mental concepts of security? Given the failures of security,
are we even sure that those concepts are correct?” And, do
we know how to communicate them to people outside our
discipline?

6.3 Unlike Adversaries?

One argument that has been repeatedly used against the
idea of biologically-inspired security research is the differ-
ence between biological and digital adversaries. Computer
systems are threatened by intelligent, self-aware adversaries
who often intend deliberate harm and can consciously adapt
to any defense. In contrast, in biology the adversaries—
other organisms—are not intelligent and are motivated by a
need to survive, not malevolence.

While evolution can refine the quality of their attacks, some
attendees argued the lack of guiding intelligences with dan-
gerous agendas makes their attacks fundamentally easier to
repel. To capture the essence of intelligent adaptation, some
argued that we should look to fields such as sociology and
political science, ones that study conflicts between intelli-
gent systems (humans). Other attendees, however, noted
that evolved human diseases can appear to be pretty malev-
olent and hard to defeat. While several points were made
on the issue, no consensus was reached.

There was agreement, however, that current computer de-
fenses are very bad at adapting on their own to new attacks.
The question, then, is whether biologically-inspired defense
mechanisms will help or hinder humans when adapting to
new threats.

6.4 CIA or AIC?

A larger debate followed on the differences between designed
and evolved systems. Some panelists argued that designed
systems are categorically different from evolved systems,
while others argued that they were both fundamentally the
same. A less controversial point was that designed systems
are easier to understand, while evolved systems are gener-
ally more robust. Given this trade-off, the question then be-
comes to what extent it is appropriate to borrow “designs”
from evolved systems.



Key to this question are the “design goals” of biological and
computer security systems. Traditionally, computer secu-
rity has focused on methods that guarantee confidentiality
first, integrity second, and availability last. Attacks that
transform from a breach in confidentiality or integrity to a
reduction in availability are typically seen as being a good
trade-off. In contrast, living systems maximize availability
(survival) even if it compromises integrity—organisms will
happily live with a virus’s DNA intermingled with their own,
for example. Further, living systems do not seem to rigor-
ously preserve confidentiality.

Some attendees argued that biology has its priorities correct:
availability should be the first, not last, priority when secur-
ing systems. Others argued that with a true loss of confiden-
tiality and integrity, availability isn’t worthwhile and might
even be dangerous for some computer systems. But maybe
perfect confidentiality is impossible, so it is better to focus
on what is achievable and necessary, which is availability?

What this discussion highlighted is that to make the appro-
priate trade-off between these goals, security issues cannot
be considered in isolation; rather, they are few of many im-
portant properties that computer systems should possess.
One attendee suggested that perhaps what we need is a more
“ecological” view of security, one that encompasses users, ad-
ministrators, developers, and attackers.

6.5 New Approaches

Several ideas were mentioned for new sources of biological in-
spiration in addition to looking to ecology (in a way deeper
than the monoculture metaphor). One attendee also sug-
gested that behavioral defenses such as fear might be a use-
ful metaphor. A broader view was taken by another, who
pointed out that living systems use many mechanisms to en-
sure survival, and many of these mechanisms have security
aspects. For example, systems for reproduction, from the
level of determining genome compatibility to that of mate
choice, can be thought of as involving issues of confidential-
ity, integrity, and availability. More work is needed to ex-
plore the potential utility of such mechanisms in computer
security.

6.6 Evaluating Biologically-Inspired Security
Because biologically-inspired methods are quite fashionable
in security, at least with certain funding agencies, many re-
searchers have attempted to bridge the gap. The results,
however, have overall been very disappointing, with many
poor-quality papers being produced. Why is this the case?

The consensus view was that poor papers are produced be-
cause of improper evaluation methodologies—a problem that
is largely the responsibility of the computer security commu-
nity. For example, in the area of intrusion detection, there
are no public datasets that are suitable for evaluating a new
approach, and there are no clear guidelines as to how one
could generate a suitable dataset. By opening the door to
biology we are inviting new approaches. If we cannot tell
others, particularly outsiders to security, how to evaluate
their work, should be surprised that “bad papers” are pro-
duced?

While this problem is particularly acute in the area of intru-

sion detection, it also applies to any heuristic or adaptive se-
curity mechanism—in other words, to anything that cannot
be formally verified. While medicine has a tradition of ex-
perimentally evaluating candidate therapies, computer secu-
rity does not. But how do we get beyond the limited views of
academic evaluations and commercial benchmarks? While
ideas for new commercial organizations were discussed, no
conclusion was reached.

6.7 The Future of Biology

One significant closing point in the discussion was that with
the development of widespread and ever more ambitious ge-
netic engineering, the gap between computer security and
biology may be narrowing in a new way: soon, we may be
coping with the effects of malicious, intelligent attackers ex-
ploiting flaws in engineered biological systems. What are
the security implications of engineering our bodies? In such
a world, maybe concepts from computer security will have
applicability to biological defenses. While there is some-
thing intellectually satisfying to biologically-inspired secu-
rity coming “full circle,” the results are not so pleasant to
contemplate.

7. CONCLUSION

This NSPW panel discussion showed that there was much in-
terest still in biologically-inspired security. To move beyond
past work in anomaly detection, diversity, and autonomic
computing, however, several issues need to be addressed.
Security researchers need to learn more about biology and
learn how to communicate the fundamentals of their field to
others. The differences between evolution and intelligence
need to be better understood, both in their effects on at-
tacker capabilities and on the organization of systems. We
need to clarify our goals: how do we value confidentiality,
integrity, and availability relative to each other? And while
we should look to other biological mechanisms, we need to
keep in mind that new approaches will only be adopted if
they are evaluated appropriately. Developing better evalua-
tion methodologies is something that will benefit the entire
field of computer security.
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